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Abstract

Annual screening mammograms are recommended for all women above 40 years of age for early detection of breast cancer, and are known to improve cancer mortality rates. However, mammography is hampered by low sensitivity and a high rate of false positive results that can lead to invasive and possibly unnecessary biopsies. Digital breast tomosynthesis (DBT) is a recently approved screening method that takes multiple X-ray images at different positions relative to the breast, rendering excellent three-dimensional anatomic detail of the breast. Near-infrared spectral tomography (NIRST) was added into a DBT system, to provide co-localized information about the metabolic status of the tissue, specifically quantification of blood content, oxygen saturation, water and lipid levels. When used alone, NIRST is hampered by low spatial resolution. The hypothesis in this work was that noninvasive differentiation between malignant and benign lesions can be more accurately obtained by combining spatial information from DBT and functional information from NIRST in a single exam.

To this end, the NIRST hardware has been integrated into an existing DBT unit, allowing completely co-registered X-ray and optical data. Early simulation work demonstrated the potential of this synergistic combination, optimized for short scanning time, low cost and complexity. The system was built and tested to obtain both clinical quality DBT scans and high fidelity NIRST data. Breast-mimicking phantoms assessed size, contrast and depth resolution as well as chromophore recovery. A total of 32 normal subjects were examined and the recovered tissue metabolic markers were analyzed with respect to patient demographics. Finally, 13 women with abnormal mammographic findings were
imaged prior to biopsy and the results demonstrate correlation between hemoglobin content and histo-pathological diagnosis. The addition of NIRST imaging to DBT could aid in clinical decision making and decrease the number of biopsies which are performed with negative results, improving patient experience.
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Chapter 1: Introduction

Project Overview

Most women in the United States undergo breast cancer screening via mammography, aiming to detect cancer at an earlier and more treatable stage. However, there are some significant limitations to full-field digital mammography (FFDM) that lead to a sizeable percentage of women receiving a false positive result, which can lead to additional imaging and possibly, an invasive biopsy procedure. Since its FDA approval in 2011, digital breast tomosynthesis (DBT) is playing an increasingly important role in clinical breast cancer screening and diagnosis, as it has been shown to have lower false positive rates than mammography. The work presented in this thesis aims to develop and test a combined imaging platform that may further decrease the false positive rate through the addition of near-infrared (NIR) spectral tomography (NIRST).

NIR light (650-1000nm) is preferentially absorbed by hemoglobin, water, and lipids, tissue chromophores that can be altered in the presence of malignancy. Tumors often cause angiogenesis (the proliferation of blood vessels) and inflammation, which alters the metabolic markers measured by NIRST. One difficulty with this technique is the high likelihood of light scattering, which severely limits the spatial resolution of this modality in a stand-alone setting. Prior spatial information obtained from DBT imaging can synergistically improve NIRST results.

Successful implementation in clinical breast imaging requires that the near-infrared adjunct be fast, easy to operate, and inexpensive, with few potential side effects.
With these qualities in mind, this thesis presents work in simulation, hardware design, calibration, phantom testing, normal subject imaging, and assessment of lesion status in women who have been recommended for biopsy. The hypothesis was that a combined NIRST-DBT imaging platform can better distinguish between cancerous and benign lesions as compared to DBT alone. Breast imaging phantoms with small inclusions of physiologically relevant chromophore contrast were detected and a cohort of women with breast pathology showed greater contrast between cancerous and normal tissues than benign and normal tissues. Adding information about the metabolic status of the tissue along with the extensive anatomic information provided by DBT may decrease the false positive rate of breast cancer diagnosis, improving patient experience and decreasing health care costs ultimately by reducing the number of needed biopsies.

**Current State of Clinical Breast Imaging**

There were over 1 million cases of breast cancer diagnosed worldwide in 2013, with 230,000 in the United States alone\(^1\). One in 8 women will be diagnosed in the course of her lifetime, and it is the second leading cause of cancer mortality in women\(^3\). Early diagnosis and treatment improve patient outcomes. Hence, breast cancer screening using screen film mammography (SFM) has been a clinical standard for almost forty years, as it is effective at early detection of cancer and reduction in mortality\(^4\)–\(^7\). Current clinical guidelines from the American Cancer Society recommend annual screening for women over 40; however, other groups such as the United States Preventative Services Task Force have recently recommended biannual screening starting at age 50, citing some of the limitations of SFM in its analysis.
SFM possesses several significant limitations including low specificity\textsuperscript{8–10} and positive predictive value\textsuperscript{10}. These limitations are especially pronounced in women with dense breasts\textsuperscript{11–13}, a particularly important subset of women who experience higher incidence and mortality rates from the disease\textsuperscript{14}. The extensive overlapping of functional structures, which are more prevalent in dense breasts, can obstruct visualization of malignancy. This leads to false negatives or inconclusive results and additional imaging; 25\% of recalls may be due to tissue superposition\textsuperscript{15}. FFDM has shown similar accuracy rates to SFM\textsuperscript{16–18}.

Widespread screening with mammography has led to many false positive results; 30-70\% of women who undergo ten years of breast cancer surveillance including mammography will have at least one false positive examination\textsuperscript{10,19–21}. Furthermore, about one in ten women who is screened for breast cancer has inconclusive SFM/FFDM and is called back for additional imaging based on suspicious or inconclusive results. These women go on to diagnostic imaging where approximately one in six receives a recommendation for biopsy. Only one in five of the biopsies are pathologically confirmed cancers, \textsuperscript{20,21} as shown in Figure 1. Each step of this process is more time consuming and expensive, and more likely to incur side effects than the previous step. Many women who undergo diagnostic imaging and biopsy procedures do not have cancer. Imaging techniques that reduce the level of tissue superposition while maintaining similar clinical workflow and reading procedures as SFM/FFDM have high potential for near-term improvements in clinical outcomes.
Figure 1: Workflow diagram of breast cancer screening, diagnosis, and treatment. Each circle in the diagram represents one woman. If the results from the screening are suspicious or inconclusive, women go on to diagnostic mammography or ultrasound and may be recommended for a breast biopsy. Each step along the path is more time consuming and expensive, and more likely to incur side effects than the previous step.

**Role of DBT in Breast Cancer Management and Detection**

DBT is a limited angle X-ray tomography system that eliminates some of the volume superposition apparent in SFM/FFDM. Initial clinical studies of DBT exhibit potential to decrease the false positive recall rate by 10-17%22–24 and improve sensitivity23, accuracy25, and detection of invasive cancer26, with significant
improvements seen in women with denser breasts\textsuperscript{23,27}. Based on proven performance in a clinical setting, a DBT system made by Hologic Inc. has been approved for clinical use by the FDA to perform breast cancer screening exams. It is poised for widespread adoption due to its similarity to existing SFM/FFDM systems in terms of image type and patient positioning. Dose estimates are similar to those of SFM/FFDM but can be higher or lower depending on patient characteristics\textsuperscript{28,29}. Some differences and limitations to DBT remain, including the training of radiologists and technologists, and a greater number of images to be analyzed due to the 3-dimensional (3D) nature of this technique. Radiologist reading times for DBT are approximately double those of SFM/FFDM, but may decrease over time\textsuperscript{26}.

\textit{NIRST Imaging of the Breast}

NIRST uses non-ionizing electromagnetic radiation (between 650-1000nm) to image several important functional indicators in tissue, including hemoglobin concentration, oxygen saturation, water and lipid levels, as well as scatter particle size and number density\textsuperscript{30–32}. Imaging is possible through up to about 10cm of tissue due to lower absorption levels in the NIR regime. The potential for non-invasive functional imaging has led to the development of both academic\textsuperscript{31,33–36} and commercial\textsuperscript{37,38} stand-alone\textsuperscript{32,39}, X-ray\textsuperscript{40}, ultrasound\textsuperscript{41}, and MRI-guided\textsuperscript{42,43} diffuse optical systems.

Contrast arises from structural differences between normal and malignant tissue. Hemoglobin levels are typically higher in tumors due to angiogenesis-induced hypervascularity and increased vessel permeability with upregulation of several pro-endothelial cell growth factors like HER2, VEGF/VPF\textsuperscript{44–48}. Numerous studies using
diffuse imaging methods have found a contrast ratio of about 2:1 in breast cancer when compared to normal tissue\textsuperscript{49–51}. Lower oxygen saturation and lipid levels are expected due to the increased metabolic demands and lower volume of adipose tissues, respectively. Higher water content from edema can also be present in malignancies. Cancer changes tissue stroma, leading to significantly higher scattering properties\textsuperscript{52–54}. Characterization of NIR imaging accuracy shows promise for determination of the presence or absence of cancer. Sensitivity measurements have been reported between 91-96\%, specificity between 93-95\%, positive predictive value (PPV) between 89-95\% and negative predictive value (NPV) between 89-97\%\textsuperscript{33,55,56}. Studies have also examined the benefit of adding stand-alone diffuse optical tomography to traditional mammographic screening. A significant improvement in the PPV has been shown, as well as increases in the area under the curve (AUC) of a receiver operating characteristic (ROC) analysis\textsuperscript{38,51}.

\textbf{Combining NIRST and DBT}

NIR imaging combined with highly spatially resolved clinical modalities such as DBT can improve the inherently low spatial resolution of diffuse optics alone. Studies on MRI spatial priors have improved NIR resolution to nearly 1mm\textsuperscript{57}. Spatial prior information also increases the accuracy in recovery of optical properties\textsuperscript{58–60}. Hence, NIRST with spatial priors is a promising technique because it produces highly spatially resolved images of functional parameters strongly associated with cancer. The workflow for image-guided NIRST reconstruction is shown in Figure 2.
Figure 2: Region-guided reconstruction of NIRST data involves segmentation of DBT slices creating images from which a volume mesh is generated. The prediction of the forward diffuse transport data is simulated on the finite element mesh and used iteratively reconstructing a co-registered volume of the optical properties of the breast with the mesh regions as a template.

An integrated NIRST-DBT system combines high spatial resolution to identify anatomic structures with functional imaging to evaluate the metabolic status of the breast. Such a combination has been previously adopted into clinical practice with the advent of combined PET-CT and PET-MRI systems. NIRST is non-ionizing, no contrast agents are required, and the hardware components are relatively inexpensive and can be easily integrated into existing DBT systems. DBT provides excellent 3D spatial resolution with fewer superposition artifacts than SFM/FFDM while maintaining similar clinical
workflow procedures. NIRST-DBT is a synergistic combination with the potential to decrease false biopsy rates during breast cancer screening. A combined NIRST-DBT system has already been developed and used at Massachusetts General Hospital (MGH) to image over 200 patients, as described in Zhang et al. and Fang et al. \textsuperscript{18,20}. Early results are promising; a 2011 study showed significant differences in the optical properties of malignant and benign lesions. Different contrast levels for HbT and scattering properties between malignant and benign lesions were obtained, indicating that a multi-modal imaging system of this type may improve detection sensitivity and specificity over DBT alone \textsuperscript{12}.

\textbf{Overview of this Thesis}

This thesis describes the simulation, hardware design, calibration, optimization, phantom and patient imaging of a new combined multi-wavelength NIRST-DBT imaging platform. Chapter 2 describes considerations for system development, simulations of the proposed system, and the selection of hardware components for light collection and delivery. Additionally, calibration procedures for the system are delineated. Chapter 3 describes the physics of light-tissue interaction for a better understanding of the image creation methods of NIRST, which are very different from X-ray imaging. Use of several wavelengths of light for reconstruction of water and lipids as well as hemoglobin is discussed, as well as the use of anatomical priors from DBT images. The phantom imaging work is described in Chapter 4, including calibration phantoms for system assessment, hemoglobin contrast phantoms, a resin-based phantom used for contrast, size,
and depth analysis, and the development of water and fat anthropomorphic breast phantoms for characterizing system recovery of tissue content.

Chapters 5-7 focus on imaging human subjects. Chapter 5 deals with patient imaging protocols and data analysis methods that are essential in the development of a new multi-modality imaging system. LABVIEW controls, MATLAB analysis, and data dropping procedures are discussed in detail. These building blocks facilitated normal subject imaging (Chapter 6) and imaging of women with breast pathology (Chapter 7). A cohort of 32 healthy volunteers was imaged using NIRST-DBT to ensure the detection of physiologically comprehensible tissue hemoglobin, water, and lipid concentrations across a wide range of breast sizes, shapes, and densities. Additionally, comparing optical recovery of different views and at different compression levels is described in Chapter 6. Thirteen women with breast lesions have been imaged using NIRST-DBT to date and preliminary results from these cases are detailed in Chapter 7. It discusses methods for recovering contrast in small regions and compares optical properties obtained in women with benign and malignant lesions.

Chapter 8 synthesizes information obtained from simulations, phantom experiments, and patient studies on the role of optical scattering and its effects on tissue absorption as manifested in recovered chromophore concentrations. The NIRST-DBT system cannot measure optical scattering in its current state and an understanding of the role of scattering mis-estimation was required to interpret the absorption-related results. Finally, Chapter 9 discusses conclusions that can be drawn from the work as well as areas for future investigation.
Introduction

Optical imaging is a term that is often used generically to imply the use of either visible wavelengths (400-650 nm) or NIR wavelengths (650-1000 nm) of light to image or measure transmittance or reflectance in order to characterize the absorption and scattering properties of the breast. NIR light can propagate to greater depths than visible light due to low tissue absorption. With detectable photons travelling up to approximately 10 cm, NIR is highly suitable for breast imaging. As a less energetic form of electromagnetic radiation, NIR light has the benefit of being non-ionizing, and thus poses less of a health risk to patients and medical personnel relative to traditional X-rays. NIR light undergoes multiple scattering events as it travels in tissue, whereas X-rays rarely scatter more than once. Differences in index of refraction in tissue components such as mitochondria and collagen fibrils contribute to Mie and Rayleigh scattering of NIR light. The transport mean free path describes the average distance between photon interactions and is usually on the order of 1 mm. Scattering is quantified by a scattering coefficient, $m_s$, where a modified version of this, $m_s'$, is more frequently used when considering multiple scattering where directionality is lost, which is known as the transport or reduced scattering coefficient and is relevant over long distances of measure relative to $1/m_s$. The scatter pattern is simplified by a single parameter, the average cosine of the scattering angle, $g$, which is close to 0.9 in most tissues, because multiple scattering can appear isotropic in the far field and $m_s' = (1-g)m_s$. Individual scattering
events are highly anisotropic and scattering angular patterns are a strong function of direction. But over large distances this is neither apparent nor useful in terms of interpreting transmission. This observation of multiple scattering significantly limits the ultimate spatial resolution of NIR imaging techniques.

Absorption of light can also attenuate the signal, both in the visible wavelengths as well as the NIR when light is transmitted through thick tissues. In the NIR regime, the absorption coefficient is about two orders of magnitude lower than its scattering counterpart. The absorption coefficient \( \mu_a \) represents the inverse of the mean free distance for exponential attenuation, estimated in the absence of scatter. This and several other important quantities are summarized in Table 1. Several molecular tissue components contribute significantly to light absorption in the NIR region, including oxy- and deoxy-hemoglobin, water, and lipids. At each wavelength, these individual chromophores contribute linearly to the total absorption coefficient, weighted by their respective concentrations and molar extinction coefficients.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption coefficient</td>
<td>( \mu_a )</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>Scattering coefficient</td>
<td>( \mu_s )</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>Anisotropy of scattering</td>
<td>( g )</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Refractive index</td>
<td>( n )</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

Table 1: Important quantities, their symbols, units, and relationships in diffusion-based on NIR transport theory.

Spectroscopic Imaging

Tissue absorption and scattering coefficients vary as a function of wavelength. Spectroscopy is a technique that acquires measurements at multiple wavelengths to gain
additional information about tissue properties. Each of the major absorbers has a characteristic molar extinction spectrum in the NIR, which is its absorption coefficient normalized by the concentration at each wavelength. Thus, if measurements of the absorption coefficient are recorded at different wavelengths, concentrations of absorbers such as hemoglobin, water, and lipids can be determined based on the known extinction coefficients for each contributor at the different wavelengths, which are shown in Figure 3.

Figure 3: Absorption and scattering as a function of wavelength in the visible and NIR regime for major tissue chromophores in breast tissue.

Spectroscopic techniques provide insight into the metabolic state of tissue. Knowledge of local oxy- and deoxy-hemoglobin, water, beta-carotene, bilirubin, and lipid concentrations along with scattering parameters is useful in distinguishing healthy from diseased tissue. Normal breast parenchyma is largely composed of two
constituents: fibroglandular and adipose tissue. Higher hemoglobin, water, and scattering are typically found in the fibroglandular component due to higher metabolic demands relative to fat\textsuperscript{59}. Similarly, malignant tissue also possesses higher hemoglobin, water, and scattering levels, as well as a lower concentration of lipids when compared to healthy breast tissue\textsuperscript{49}. These differences are likely due to the widespread angiogeneic neovasculature that is characteristic of neoplasms.

When designing a spectral imaging system, more wavelengths improve accuracy, but at the cost of greater examination time and hardware complexity. Broadband imaging across the entire NIR (650-1200nm) would be the ideal, but detectors that operate across this broad regime have difficulty with low signal levels and phase measurements as well as longer scan time\textsuperscript{63,64}. To avoid a lengthy examination time and high system costs, commonly available discrete wavelengths across the NIR regime can be used with a corresponding loss in spectral sensitivity as compared to broadband. This design is optimal for the combined NIRST-DBT system, as short examination time is one of the most important considerations.

**Imaging Types**

A number of NIR imaging systems have been developed with unique configurations of hardware technologies, source detector setups, and breast positioning geometries. Technical approaches have been used to determine absorption and scattering coefficients of breast tissue based on continuous wave (CW), time domain (TD) and frequency domain (FD) methods, as depicted in Figure 4.
As previously mentioned, light interactions in tissue consist of absorption and scattering events. When detecting light from a time-invariant source at a position some distance from that source, a lower signal than the initial source strength can be attributed to some combination of light absorption and scattering away from the detector. Highly scattering tissues can appear similarly to highly absorbing tissues and vice versa. In continuous wave imaging, light is emitted into tissue at constant amplitude (or with very low frequency amplitude modulation) and detected at another position. It is the simplest, fastest, most compact, and least expensive technique. However, unlike the other approaches, it is unable to reliably distinguish between absorption and scattering in the tissue when measured over large distances. CW imaging has been used in many applications, because these systems are favored for their simplicity and low cost.

Time domain imaging involves injection of a short light pulse with subsequent detection of the temporal distribution of photons that pass through the tissue. The detected distribution has a greater temporal spread than the initial light pulse due to

*Figure 4: Different spectroscopy methods for probing tissue, to obtain absorption and scattering information used in diffuse optical imaging: continuous wave, time domain, and frequency domain.*
differences in the path lengths taken by the collected photons as they scatter between the source and detector. Absorption and scattering properties can be determined from the shape of this distribution. Time domain systems are most sensitive to low light levels because they can operate in single photon counting mode, but they are also the most expensive technology due to the cost of time-correlated photon counting devices and pulsed lasers\textsuperscript{69–72}.

Intensity modulation of a laser source and measurement of the baseline amplitude and shift in phase are used in frequency domain imaging techniques. Measurements at many source and detector positions or at multiple frequencies are used in determining absorption and scattering. With frequency domain imaging, additional wavelengths can be added at relatively low cost and the instrumentation is typically more stable than time domain components, but with a bit less signal sensitivity\textsuperscript{73,74}. There have been several breast imaging systems built that primarily emphasize FD data on account of its stability and discrimination of amplitude and phase\textsuperscript{75–78}.

Two types of source detector arrangements are most often used in optical imaging. In reflectance geometry, the sources and detectors are on the same side of the tissue, typically attached to the same probe. In a transmission geometry light sources and detectors are on opposing sides of the breast. This configuration achieves greater penetration depth, however it also requires more sensitive detectors due to the high attenuation with longer pathlength. As we will see in this work, the CW transmission geometry was chosen for combination with DBT imaging, as this physically matched the available geometry and logistics of the project.
**System Design**

2.1.1. Simulations of Proposed System and Optical Scattering Study

Developing an imaging modality for recall screening presents unique challenges. In order to be clinically successful, it must be simple to operate and interpret, have low cost per exam, and pose minimal risks to the individual. In an effort to keep cost and complexity low, we have pursued a NIRST system which projects light onto the breast surface at discrete locations with a motor-driven mirror and measures the resulting light signals with a fixed rectangular array of silicon photodiodes integrated into a detection panel placed on the opposite side of the breast. The design relies extensively on CW measurements for rapid, low-cost quantification of tissue absorption. Measuring optical scattering in tissue is more difficult and adding FD elements would increase system cost, complexity and examination time. Minimizing exam time is important both to limit the time the breast is subjected to compression and to maintain efficiency of workflow in the mammography clinic. Estimation of optical scattering properties is necessary in breast imaging because of the wide variation in these values, which depend on breast composition and parenchymal density. Incorrect estimation of scattering greatly affects recovered absorption values. For spectral imaging, this is apparent in hemoglobin and other tissue chromophores. Accurate understanding of scattering is needed to quantify optical properties of the breast, as will be examined later in Chapter 8.

However one aspect of the design chosen here was the lack of data which would definitively separate scattering from absorption, and so through simulations and experimentation, we investigated whether a NIRST system with a limited number of FD
channels (to obtain minimal scattering information) could quantify hemoglobin and other chromophores in the presence and absence of tumor. This design is not the first to combine CW and FD information. Indeed, promising breast imaging results have been achieved with existing systems using a similar approach\textsuperscript{20, 21}.

2.1.1.1. Methodology

Reconstructed DBT slices from eight patients with abnormal mammograms acquired during a previous study\textsuperscript{79} provided anatomical information for the NIRST simulations. A radiologist specializing in breast imaging identified the lesions. DBT slices were segmented into three tissue types – adipose, fibroglandular, and malignant – based on grayscale intensity, location, and radiologist interpretation using the Mimics\textsuperscript{©} software package.

The anatomic information from the DBT segmentation was incorporated in the finite element meshes used for NIRST image reconstruction through simple region classification. Specifically, nodes within the mesh were tagged as belonging to adipose, fibroglandular, or tumor regions depending on their correspondence with the co-registered DBT segmentation. Overall breast volume from the DBT image data also defined the mesh size and shape. Two 3D volumetric meshes were created for each patient image stack: a fine mesh with about 80,000 nodes for FD simulations and a coarse mesh with about 30,000 nodes for the CW case. Greater nodal density in the FD simulations is required to obtain accurate phase data. Fewer nodes in the CW problem simplified the simulations and minimized reconstruction time. In both cases, nodal density was increased in the tumor region to about 5% of the total nodes in the mesh.
Oxy- and deoxy-hemoglobin, water, lipid, and scattering values were assigned to each region for each patient based on prior near-infrared measurements in normal and diseased breasts\textsuperscript{37,80–83}. Within each tissue region, values for a given chromophore were kept constant. Using these optical properties, both FD and CW data was simulated and then reconstructed as described in Figure 5.

\textit{Figure 5: Software procedures used in simulation are shown as a flow chart. Lower left shows source and detector configurations for the FD (left) and CW (right) data for a given patient study on the breast mesh/volume\textsuperscript{84}.}
Simulations were performed with the Nirfast software package (www.nirfast.org). For the FD data, wavelengths were selected from 660-850 nm and intensity modulated at 100 MHz. In the CW case, ten wavelengths were used between 660-980 nm. They were selected based on the availability of laser diodes and detectors with sufficient sensitivities over this spectral band. Additionally, the absorption spectra of oxygenated and deoxygenated hemoglobin as well as water and lipids were considered and wavelengths near absorption peaks were preferentially selected whenever possible.

The source-detector configurations were different for the simulated FD and CW measurements. The FD data came from six sources above the breast (cranial side) and six detectors below (caudal side). This geometry minimized the number of channels while providing sufficient sensitivity to most of the breast tissue volume. It also accommodated a wide range of breast sizes, including all eight of the simulated DBT cases studied here. Preliminary results from a four source and four detector geometry yielded errors as high as 35% in scattering estimation, compared to 8% for the six source and detector case investigated in detail in this study. The CW acquisition consisted of a two-dimensional array of sources and detectors, each spaced 13 mm apart. The number of sources and detectors varied across patients depending on breast size. Source and detector positions that did not come in direct contact with the breast were not included.

All measurements were recorded in transmission geometry. In the FD case, amplitude data five orders of magnitude below the highest intensity recorded for a given wavelength were not used in order to simulate the expected noise floor for measurements from a photomultiplier tube. In the CW case, amplitude measurements three orders of magnitude below the highest recorded value for a given wavelength were not used in
order to represent the uncorrupted data due to shot noise and the limited signal dynamic range from a photodiode. Three percent (3%) Gaussian noise was also added to each simulated data set, as a maximum noise level expected. Coupling errors at tissue surfaces due to skin texture and color were not included in the simulations, in part because the CW data probes the entire breast volume from multiple surface locations, reducing the effects from any single source-detector pair.

2.1.1.2. Sample Patient Simulations

Simulations of the NIRST-DBT design using patient-specific tomographic images were performed, and representative images are shown in Figure 6 and Figure 7. In both cases, six wavelengths of FD data were generated and scattering amplitude and power were recovered for two regions, one for adipose and one for both fibroglandular and malignant tissue. These scattering values were then used in the reconstruction of the other chromophores based on the CW measurements.
Figure 6: Illustrative example of a patient simulation with a malignant lesion is shown with (a) scattering amplitude, (b) oxy-hemoglobin (μm), (c) water fraction (percent), (d) scattering power, (e) deoxy-hemoglobin (μm), and (f) lipid content (percent). Exact (simulated) distributions are shown on the left while the corresponding recovered images are shown on the right for each quantity.84

Figure 7: Illustrative example of a patient simulation with a benign lesion is shown, with (a) scattering amplitude, (b) oxy-hemoglobin (μm), (c) water fraction (percent), (d) scattering power, (e) deoxy-hemoglobin (μm), and (f) lipids content (percent). Exact (simulated) distributions are shown on the left while the corresponding recovered images are shown on the right for each quantity.84

The difference between Figure 6 and Figure 7 is the chromophore values assigned to the tumor region. In Figure 6, a malignancy was simulated with higher oxy- and deoxy-hemoglobin concentrations, water fraction, scattering amplitude, and power as well as lower adipose content than in the surrounding fat and fibroglandular regions.
Within the tumor, hemoglobin and deoxy-hemoglobin were recovered at 18.8 and 7.1 μM, compared to 12.0 and 4.1μM in the fibroglandular region. In Figure 7, a benign mass was simulated. Here, the chromophore values were the same as those in the fibroglandular region. No enhancement occurred in the tumor region in the image formed from the synthetic system data.

2.1.1.3. System Simulations

Designing new multi-modal imaging systems typically presents tradeoffs, and prototype simulations can guide hardware selection and implementation. Minimizing the number of wavelengths as well as the number of sources and detectors in the FD imaging module decreases costs, complexity, and examination time in a multi-modality NIRST-DBT breast imaging platform. Simulations of NIRST data for eight subject-specific breast volumes based on DBT images highlighted differences in results from each system change.

Interestingly, no significant differences were found in HbT recovery between FD simulations performed with six versus three wavelengths of light. Comparing two region and single bulk tissue estimates of scattering had a large impact on the recovered HbT concentration. Mischaracterization of scattering led to errors in quantification of HbT.

These patient simulations have confirmed the importance of accurate scattering estimation for quantitative hemoglobin recovery, suggesting that accurate (~10% error) estimates of tissue scattering are important to the success of NIRST when combined with DBT. Based on the results shown, this can be achieved with a relatively modest number of wavelengths (~3) and signal channels (~6). Thus, successful NIRST-DBT imaging is
possible with a limited FD and robust CW data set. This conclusion has had a major impact on the design choices going forward with the NIRST system, where ultimately no FD channels were included in the first prototype, but whole breast scattering was measured independently with the diffuse optical spectroscopic imaging (DOSI) system, described later.

2.1.2. Development of a combined NIRST-DBT imaging system

In building a system at Dartmouth, simulation results as well as system designs of other groups were carefully analyzed. A combined NIRST-DBT system at Massachusetts General Hospital has already been developed and used to image over 200 patients, as described in Zhang et al. and Fang et al40,87–89. Early results are promising; a recent study showed significant differences in the optical properties of malignant and benign lesions. Different contrasts for HbT and scattering properties were obtained in each case, indicating that a multi-modal imaging system of this type might improve detection sensitivity and specificity over DBT alone87. At Dartmouth, we selected a different design for an integrated NIRST-DBT with the aim of improving tissue characterization with more spectral information. Four of the eight lasers emit light at over 830 nm, critical for accurate quantification of water and lipids. Additionally, the system has a flexible number and arrangement of sources and a greater number of detectors for more complete tissue analysis.

The DBT component is a Genesis Dimensions unit from Hologic. The NIRST instrumentation was developed at Dartmouth and is fully integrated with DBT, providing
sequentially-obtained completely co-registered NIRST and DBT data sets in less than one minute.

Figure 8: (a) Schematic of the NIRST-DBT imaging system. (b) Photograph of the fully assembled NIRST-DBT system installed at the Dartmouth-Hitchcock Medical Center (DHMC). (c) Photograph of the 2-axis galvanometric scanning mirror assembly mounted adjacent to the X-ray emission port on the DBT scanner. The source unit allows arbitrary positioning and scanning of laser light beams onto the compressed breast surface without obstructing the X-ray field-of-view. (d) Photograph showing the silicon photodiode detector panel inserted into the custom designed cassette assembly to allow easy insertion and removal of the panel during sequential NIRST-DBT scans.
2.1.3. Light Delivery

There are eight fiber coupled laser diode units (660, 785, 808, 830, 852, 905, 915 and 940 nm) selected for spectral characterization of oxy- and deoxy-hemoglobin, water and lipids. Each wavelength is sequentially applied to this tissue through a 9 x 1 piezoelectric fiber optic switch (FSM 9x1-200, OptoJena, MA) with a 200 micron
diameter output fiber. A software-controlled attenuator (DD-100 series, OzOptics, Canada) automatically attenuates the light output based on a single test measurement of the breast, which takes about ten seconds and is necessary due to the large variability in breast size and optical characteristics between patients. After collimation, a pair of galvanometric scanning mirrors (Cambridge Systems, MA) directs the light onto known locations on the tissue surface. These mirrors are attached to rails below and behind the X-ray source and do not interfere with the DBT imaging process. The spot diameter in the imaging plane is about 8 mm. This geometry offers arbitrary source location potential. For our phantom and breast imaging studies, we selected a pattern that roughly parallels the detector arrangement, specifically 77 measurements in 7 rows and 11 columns raster scanned across the tissue. The spacing between the sources varies between 1, 1.5, and 2 cm depending on breast size.

Co-registration of the optical scan with the DBT field is achieved by using the DBT compression paddle as a common frame of reference. The height of the compression paddle changes for every patient, so the scan angles of the mirror are adjusted in the control software via simple trigonometry calculations. This preserves the scan geometry at any given height of the compression paddle. The optical scan position accuracy was verified manually with a rectangular grid pattern printed on paper and placed in the compression paddle and is repeated after alterations to or movement of the light source.
2.1.4. Light Collection

The light is detected beneath the breast via a removable panel of 1 cm² active-area silicon photodiodes comprised of 75 individual detectors (S9270, Hamamatsu Corp., Japan) with built in amplifiers, shown in Figure 9 (d). An 80-channel analog-to-digital converter (ADC, USB-6255, National Instruments, TX) digitizes the 0-10 V signal output from the detectors through two small computer system interface cable attachments to the custom printed circuit board (PCB). The detectors and PCB are housed in a custom-made protective casing, shown in Figure 8 (d).

Integration of NIRST and DBT

The NIRST light collection and delivery systems had to be attached to the DBT unit in a way that did not degrade the high quality of the DBT images. The light delivery system is affixed to the back side of the mammographic face shield, as shown in Figure 9(a). This is directly behind the X-ray source and attached to the highest possible position to limit the angular demands on the mirrors. At very thick breast heights (greater than 8.5 cm), there is a small delay in the movement of the mirrors at each position, adding an additional 30 seconds. No patient imaging to date has involved breasts so thick that the angular positions of the mirrors have been stretched beyond the limits.

2.1.5. Materials Characterization for NIRST-DBT Interface

The light detectors are not transparent to X-rays and are located in between the DBT source and detector. Hence, the detector panel must be removed before DBT imaging can be performed. In order to maintain complete co-registration of DBT and NIRST data, the patient position must be the same in each case. Additionally, a layer of
material is needed to support the breast while under compression without excessive
deformation or alteration of the X-ray or NIRST image quality. Several materials were
studied to determine which would be most appropriate for the NIRST-DBT combined
imaging system.

To develop the detector case, we analyzed seven different plastics along with a
silica fiber plate and an NIR light-blocking material with openings over the detector
locations. Comparisons of NIR light attenuation were performed with a resin phantom
from Institut National D’Optique (INO)\textsuperscript{90}. The phantom was placed directly on top of the
detector panel during data acquisition, with each plastic material positioned between the
phantom and the detector panel. Detector amplitudes from the five light source locations
closest to the middle of the phantom and their nearest detectors were averaged across all
wavelengths and compared for each plastic against the case without the material in place.

For polycarbonate, several samples with different surface properties were examined. In
addition, different materials were imaged with the DBT system to assess X-ray
absorption. These studies were performed at 26 kVp and 35 mAs. Average pixel
intensities from a region of interest for each material were compared to the background to
calculate the linear attenuation coefficient.

<table>
<thead>
<tr>
<th>Material</th>
<th>X-Ray Image Quality</th>
<th>NIR Transmission</th>
<th>Tensile Strength</th>
<th>Light Channeling</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiber Plate</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Clear Plastic</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Black with Clear Plastic Windows</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Carbon Fiber with Windows</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
</tr>
</tbody>
</table>
Figure 10:  (a) Attributes of possible detector case designs for the detector panel. (b) Single X-ray frame from a DBT scan showing attenuation from a thin fiber plate. (c) Depiction of a detector case model with windows over the locations of the detectors. (d) X-ray frame from DBT scan indicating attenuation of a panel with windows.91

Figure 10 evaluates several potential detector case design options that would enable both DBT and NIRST imaging under the constraints imposed by this dual-modality system. Initial feasibility studies with DBT indicated a high level of X-ray attenuation with the silica fiber plates, and visible artifacts were generated by the light-blocking model with openings over the individual detector locations as shown in Figure 10 (b-d). Thus, a detector case constructed from fiber plates, a single material with openings, or a composite of two different types of plastics would all affect the DBT image.

The most important qualities in the optimal detector case include NIR attenuation, tensile strength, and flexural modulus. The tensile strength and flexural modulus of the various materials were found in the literature92, while the NIR and X-ray attenuation coefficients were experimentally derived (a picture of the materials is shown in Figure
Polycarbonate plastic exhibited the highest level of NIR light penetration, second-lowest X-ray attenuation, and sufficiently high tensile strength to withstand full breast compression during a DBT examination.

Table 2 exhibits comparisons). Polycarbonate plastic exhibited the highest level of NIR light penetration, second-lowest X-ray attenuation, and sufficiently high tensile strength to withstand full breast compression during a DBT examination.

Figure 11: Photograph of the plastic materials tested in this study. Top row (from left to right) is polycarbonate, polypropylene, acrylic, high-density polyethylene, and Polyethylene.
polycarbonate with a diffusive sticker. Bottom row (from left to right) is acetal, acetal resin, polytetrafluoroethylene and sandblasted polycarbonate⁹¹.

<table>
<thead>
<tr>
<th></th>
<th>Tensile Strength (MPa)</th>
<th>Flexural Modulus (GPa)</th>
<th>NIR Attenuation Coefficient (cm⁻¹)</th>
<th>X-Ray Attenuation Coefficient (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polycarbonate</td>
<td>62</td>
<td>2.4</td>
<td>0.66</td>
<td>0.35</td>
</tr>
<tr>
<td>Polypropylene</td>
<td>35</td>
<td>1.4</td>
<td>0.91</td>
<td>0.29</td>
</tr>
<tr>
<td>Acrylic</td>
<td>60</td>
<td>3.0</td>
<td>1.08</td>
<td>0.68</td>
</tr>
<tr>
<td>High Density Polyethylene</td>
<td>35</td>
<td>0.3</td>
<td>1.56</td>
<td>0.32</td>
</tr>
<tr>
<td>Acetal</td>
<td>61</td>
<td>2.5</td>
<td>2.18</td>
<td>0.89</td>
</tr>
<tr>
<td>Acetal Resin</td>
<td>69</td>
<td>2.8</td>
<td>2.00</td>
<td>1.05</td>
</tr>
<tr>
<td>Polytetrafluoroethylene</td>
<td>25</td>
<td>0.6</td>
<td>3.31</td>
<td>2.26</td>
</tr>
</tbody>
</table>

Table 2: Material qualities of plastics tested for detector case⁹¹,⁹²

Polycarbonate appeared to be an ideal material. A prototype detector case was created from clear 1/8” polycarbonate integrated into the carbon fiber imaging platform as shown in Figure 12(a, b). Unfortunately, significant artifacts were present due to light channeling within the plastic (see homogeneous phantom data represented by blue dots in Figure 13(d)). Alternatives involving physical alteration of the plastic surface through sandblasting or addition of a thin superficial diffusive material (sticker) did not eliminate
the channeling effects. Placement of materials to block stray light entering from outside the phantom (or tissue) was needed.

Figure 12: (a) Photograph of the detector case developed for the combined NIRST-DBT system. (b) Detector case with the detector panel inserted. (c) Depiction of light channeling in the detector case. (d) Graph illustrating the effects of light channeling on the acquired NIRST data. (e) Raw 660 nm data acquired from a homogeneous resin phantom when placed directly on top of the detectors (in blue) relative to when imaged with the detector enclosed in the case (red). (f) Agar inclusion phantoms with increasing hemoglobin contrast (background in blue, inclusion in red) when imaged on a thin plastic film above the detectors (dots) and when imaged on the detector case (Xs).

The data obtained from a homogeneous resin phantom in Figure 12(e) has a slight slope difference between the measurements acquired with and without the polycarbonate
detector panel in place. Reconstructed absorption coefficients at a wavelength with known scattering from these data resulted in a decrease in absorption of nearly 27% – dropping the value to 0.0059 mm\(^{-1}\) from 0.0081 mm\(^{-1}\) (which are 59% and 81% of the actual value, respectively) – when data was recorded through the detector case. Similar results were found in the more complicated inclusion phantom series shown in Figure 12(f). Reconstructed background and inclusion hemoglobin levels were much lower when the detector case was in place. The average total hemoglobin recovery for the background region was 70% of the expected value without the detector case, but only 54% with it in place, a 23% decrease due to the detector case. Contrast in the inclusion regions showed linearity in both instances with \(R^2\) values of 1.00 and 0.97 , respectively without and with the case, respectively. Again, an average of 87% of the actual value was observed in the inclusion total hemoglobin without the detector cover (recovery was only 37% with it).

These results consistently undervalued absorption, likely due to light channeling within the detector cover. Differences in indices of refraction at the polycarbonate-tissue boundary caused approximately 9% of the light to be reflected back into the tissue\(^{93,94}\). Similar reflections can also occur at the polycarbonate-air boundary, leading to light channeling during which some photons travel far from where they exited the tissue as illustrated in Figure 12(c). This effect alters the signal recorded at the detectors, most significantly at farther source-detector distances where the light signal has been most attenuated as indicated in Figure 12(d). This changes the slope of the data, and hence, the absorption coefficient estimate. While the light channeling is similar for all source-detector positions, it most strongly influences data at far source-detector distances
because the number of photons traveling through the tissue and reaching these locations is relatively low. The effect decreases the magnitude of the overall slope of the linear relationship between logarithm of the detected signal and source-detector distance, as a larger than expected signal is measured at far source-detector distances leading to lower than expected absorption coefficient estimates in both the single wavelength resin phantom as well as the more complicated agar inclusion phantoms with variable contrast, as seen in Figure 12(e, f).

Specifically, the addition of the detector case led to a drop of 27% in the absorption coefficient estimate for a single wavelength in the resin phantom, and a 23% drop in total hemoglobin recovered in the background of the inclusion phantom, indicating that the accuracy of absorption quantification is significantly reduced when the case is present. Because most imaging systems based on diffuse light are unable to recover total hemoglobin values fully\textsuperscript{57}, contrast between regions is often examined as a measure of image quality. Implementing calibration methods with homogenous phantom data can increase the overall accuracy of absorption property recovery\textsuperscript{51}, as the decrease in absorption will affect all phantom and patient images similarly so although recovery values may be slightly lower with the polycarbonate plate than the true values, intra and inter patient comparisons will not be significantly affected.
2.1.6. Stray Light

Figure 13: Light blocking materials used in patient exams. (a) Light blocking fabric draped over the DBT unit. (b) Light blocking skirt surrounding the breast compression paddle during phantom experiments. (c) Patient in position for NIRST-DBT exam (d) Raw data acquired from a homogeneous phantom imaged through the detector case with
(in red) and without (in blue) the light blocking precautions. (e) Light blocking breast shroud used during patient exams (f) Patient positioning with the breast shroud.

After the initial challenge of finding an acceptable material for the detector case which did not compromise DBT image quality, the most important task was to block any stray light in the imaging field. Light hitting the detector cover directly without traveling through the tissue is many orders of magnitude stronger than light attenuated by the tissue; hence, the blocking of this light was of utmost importance and critical to obtaining accurate measurements in the breast. Direct light can reflect internally within the plastic cover before being transmitted to a detector far from the light source and producing a falsely high signal, thereby increasing the amount of channeled light impinging on the detectors.

Unique challenges need to be overcome to eliminate stray light in a non-fiber-based NIRST imaging system. In the mirror-scanning source, most of the light reflects off the top compression paddle and disperses throughout the imaging cavity. As the DBT platform was not originally designed for optical imaging, many metallic and reflective surfaces exist that must covered with blackout fabric and tape to reduce stray light propagation. These efforts are necessary because estimation of tissue optical properties relies on measurements at long source-detector distances, where channeling plays a large role.

The methods employed during patient exams are shown in Figure 13. They include two layers of blackout material, compressible foam shrouds of variable heights (depending on breast thickness) situated next to the breast, and blackout paper and tape covering surfaces of the DBT unit. These materials are necessary for successful patient
imaging but can make it difficult for breast positioning during the combined NIRST-DBT exam by limiting space available for technologists to adjust the tissue.

**System Calibration**

In the process of building a new imaging system, calibration steps are necessary to understand and characterize sources of variability. Ideally, the light sources and detectors would consistently emit or detect the same quantity of light and all sources and detectors would behave identically. Of course, this is not the case, so experimentally-derived calibration factors were implemented when necessary to minimize differences between light sources and detectors.

2.1.7. Source Calibration
Figure 14: Each graph shows a single wavelength of light coupled to an optical phantom and measured at 20 different detectors over two days. Significant variation in detector sensitivity is noted, but source strength measured on two different occasions showed variations ranging from less than 1% (for 660 nm) to nearly 5% (for 905 and 940 nm).

The eight fiber coupled laser diode units were selected for the NIRST-DBT with careful consideration for their stability over time. To test this stability directly, a cylindrical piece of phantom was drilled to fit into a light-tight tube, opened on one side with square notches to fit snugly with the detector panel, and coupled to a fiber directly from the laser on the other side. This was centered over 20 different light detectors, and measurements were taken on two days as shown in Figure 14. Detectors had not been calibrated at this stage and showed inter-photodiode differences of up to 17% between two individual measurements. Source variability over the two days was much lower, less than 1% for some diodes, but still nearly 5% for the worst-performing cases (generally the higher wavelengths). Comparisons across the two days did not show a consistent trend for a given wavelength; some measurements were higher on day two, while others were lower. These differences are likely due to spontaneous fluctuations in current and temperature in the laser diodes. As this variation was much smaller than the inter-detector variation, no further efforts to characterize the source were made.

2.1.8. Detector Calibration

Differences in sensitivities between detectors must be accounted for to ensure the most accurate data. This was achieved using a uniform field of light supplied through a specifically-designed calibration puck. It was comprised of resin with similar optical
properties to tissue, with a square notch that fit precisely into the hole in the detector panel protective case as mentioned previously in the source calibration section. A voltage was measured for each of the 75 photodiodes to characterize the differences in sensitivity.

Figure 15: (a) Schematic showing the calibration puck positioned over an individual detector element in the detector panel. (b) Schematic drawing of the calibration puck showing a square notch on top that allows repeatable positioning over each detector element. (c) Correction factor for each of the 75 detector elements showing variations in individual detector response (certain detector channel numbers are unused). (d) Raw tomographic projection data plotted as a function of source-detector separation acquired from a homogeneous test phantom at 660 nm and 785 nm wavelengths. (e) Processed data showing the removal of known signal artifacts and noisy data.
2.1.9. Attenuator Calibration

Figure 16: Graph of attenuator calibration showing the log of the laser’s output power vs. attenuator setting in the LABVIEW control software for all the wavelengths of the system.

Due to the limited dynamic range of the photodiode detectors, it is important to adjust the incident light signals on the tissue so that the detected light will fall within the useful dynamic range, which is between the noise floor and saturation levels of the detectors. This has been accomplished through the inclusion of an attenuator between the fiber switch and the galvo scanning mirrors. Characterization of the light signals at each possible attenuator setting is needed to compare measurements of the calibration phantom and the patient data, which often require different signal strengths for maximal data collection. This was accomplished by measuring the laser output power via a power meter for all wavelengths for a wide range of attenuator settings, spanning the anticipated needs for all breast sizes and densities. Attenuator settings are determined and saved for
each patient and phantom and data set and are then adjusted using the calibration chart shown in Figure 16.

2.1.10. Source/Detector Localization

![DBT processed image slice from the source plane with several metal BB’s located at the four corner source positions and central position, all shown in a darker color, with green circles highlighting the source and corresponding BB location. The red pixels indicate the locations of the point sources applied to the mesh for the NIRST reconstructions and the dark points are the BB locations.](image)

![DBT-processed image slice from the plane of the detector panel. The red pixels indicate the locations of the point detectors applied to the mesh for the NIRST reconstructions.](image)

![DBT-processed image slice from the plane including the photodiode detectors with red pixels indicating the locations of point detectors and blue pixels indicating the location of point sources.](image)

With a large number of sources and detectors in a non-contact geometry, determining the exact location of each was particularly challenging. This was especially true for the light source positioning, which can vary from patient to patient. Initial positioning was determined using a 2cm x 2cm paper grid cut to fit inside the
compression paddle. Mirror coordinates for several source positions indicated by the chart were determined at a range of compression paddle heights, leading to an experimentally-derived formula to set the mirror coordinates based on the anticipated real-space coordinates on the surface of the breast. This was incorporated into the LABVIEW software.

Spatial prior information for the breast is derived from DBT images, so it is important to ensure that source and detector locations correspond with the DBT images. As laser light does not produce a detectable X-ray signal, an alterative, more complicated process is needed to localize the source positions. Source positions are placed on the breast mesh using real world coordinates. Confirmation of the sources was performed periodically to ensure that each position was spaced 2 cm apart and located as expected using a paper chart placed in the compression paddle. A single comparison between the most central source and detector assisted in placement of the sources relative to the detectors, along with the known real-space coordinates during the tissue modeling process. However, this was a multi-step process and could easily lead to errors in source placement of up to half a centimeter.

An alternative method for source placement ensures more accuracy via a similar method for the light detectors. Using the experimentally-derived formula for source positioning, light is shown at the four extreme corners for the largest scan pattern, and a metal BB is placed at each position inside the compression paddle. The central source was located with a metal BB as well. The processed DBT slice corresponding to the location of the compression paddle is used to assess the localization of the source positions. This is shown in Figure 17(b), with the sources shown as red pixels and the
four visible dark spots showing the corresponding BBs (one BB in the top left did not reconstruct, presumably due to its location on the edge of the tissue). The dark spot and corresponding source position are circled in green. The source placement does not completely correlate with the source locations as indicated by the BBs; this may be due to slightly inaccurate pixel spacing in the DBT images, and/or inaccuracies in the mirror scanning formula resulting in source offsets of a few millimeters.

For the detector panel, the geometry is fixed for all exams. To determine the detector locations, a DBT scan of the detector panel is obtained and the processed slice corresponding to the height of the detectors is used to set the detector locations as points in the center of each detector; this process is shown in Figure 17(b).

To better understand the relationship of the source positions to the detectors, the source positions were plotted on the DBT slice that shows the detectors the most clearly, as seen in Figure 17(c). As desired the sources and detectors are nearly on top of one another for the largest pixel spacing, with the detectors in red and the sources in blue. This is an intuitive geometry for phantom imaging and troubleshooting.

**Conclusions**

This chapter focused on the instrumentation of the NIRST-DBT imaging system, including considerations for system design and simulations of a proposed imaging platform followed by detailed descriptions of the actual hardware components added and the interface between NIRST and DBT imaging, and lastly characterizing the system through calibration. The rationale behind a CW-based imaging system with limited FD data was discussed and simulated, showing that it would be possible to obtain accurate
results for patient chromophore recovery and separation of benign and malignant lesions. The system that was built performs CW imaging exclusively, and more details on this decision will be discussed in Chapter 8.

There are several unique design challenges posed by the NIRST-DBT system. Complete co-registration of the images necessitates a detector panel cover that permits transmission of both NIR light and X-rays. Testing of many materials showed polycarbonate to be the best choice, but still was only feasible for imaging through in this geometry with extensive light blocking around the breast and detector shielding mechanisms to avoid stray light at the detectors.

As a new imaging system, many calibration tests were necessary to understand sources of data variation, specifically examination of the laser diodes for stability, light detectors for differences in sensitivity, and the effects of the attenuator on output power. Additionally, the system was designed with an easy-to-use non-contact geometry for light sources and detectors, which presented some new challenges in source and detector localization. This was accomplished through a combination of real-space calibration of the scanning mirrors and X-ray imaging of the detector panel and source position markers.
Chapter 3: Image Formation Methods

Image Formation

Optical imaging involves use of either visible wavelengths (400-650 nm) or near infrared (NIR) wavelengths (650-1000 nm) of light to image or measure transmittance or reflectance in order to characterize the absorption and scattering properties of tissue. NIR light is especially well suited to tissue imaging due to its lower level of absorption when compared to visible light, as shown in Figure 18.

Figure 18: Absorption coefficient of different components of tissues at different wavelengths. The NIR window (in yellow) shows lower light absorption by the major tissue chromophores, specifically, water and hemoglobin, than other forms of non-ionizing radiation\(^95\).
Hence, NIR light can be used for imaging through thicker tissue such as the breast because total attenuation is reduced, but absorption is sufficiently high to prevent full body transmission imaging. NIR photons also possess less energy than X-ray photons and which is insufficient to break molecular bonds, and so the use of NIR in imaging has the benefit of being non-ionizing, and thus poses less of a health risk to patients and medical personnel relative to traditional X-rays. After obtaining data from an NIR imaging system, image reconstruction methods are important for mapping tissue functional parameters. The movement of light through tissue is more complex than that of X-rays. X-rays are weakly scattered; they pass nearly straight through tissue, and collimators can ensure that the measured attenuation is almost independent of scatter. Scattering is the dominant effect with optical photons and occurs 100 times more frequently than absorption. Individual photons follow a torturous path through tissue. On account of pervasive scattering process in NIR imaging, it is more complicated to model the transmission, propagation, and tissue interactions when compared to X-ray imaging. This chapter focuses on the physics of NIR light transport in tissue, methods for image reconstruction including finite element analysis, inclusion of DBT spatial prior information, and X-ray image segmentation techniques.

3.1.1. Optical Properties

Innate tissue properties affect how light is propagated, and changes in these properties can provide important information about tissue metabolic status. Absorption and scattering are two such properties, and they are described by the absorption and scattering coefficients respectively ($\mu_a$ and $\mu_s$). These coefficients describe the
likelihood of a photon undergoing an absorption or scattering event over a certain depth of tissue. The inverse of the absorption or scattering coefficient is the mean free path, which describes the average distance that a photon will travel without experiencing an absorption or scattering event, typically around 1 mm in tissue. In terms of scattering, a photon can scatter in one of many directions; however, most photons are scattered in the forward direction within tissue. The reduced scattering coefficient ($\mu_s'$) is typically used to incorporate some information on photon directionality after a collision. The reduced scattering coefficient, $\mu_s' = \mu_s (1 - g)$, where $g$ is the average cosine of the scattering angle, is around 0.9 in tissue. This pervasive scattering severely limits the spatial resolution of stand-alone optical imaging.

Although the likelihood of an absorption event in tissue is two orders of magnitude lower than a scattering event, it can significantly attenuate the detected signal and is essential in determining the chromophore composition of the tissue. The absorption coefficient $\mu_a$ represents the inverse of the mean free distance for exponential attenuation, precluding scattering. Tissue absorption and scattering coefficients vary as a function of wavelength; measurements at multiple wavelengths can be used to gain additional information about tissue properties.

Each of the major absorbers has a characteristic molar extinction spectrum in the NIR, which is its absorption coefficient per unit concentration at each wavelength. If measurements of the absorption coefficient are recorded at different wavelengths, concentrations of absorbers such as hemoglobin, water, beta-carotene, bilirubin, and lipids can be determined based on the known extinction coefficients for each contributor.
at the different wavelengths. At each wavelength, these individual chromophores contribute linearly to the total absorption coefficient, weighted by their respective concentrations and molar extinction coefficients.

Clinical implementation of diffuse optical spectroscopy takes advantage of tissue optical properties to estimate absorption and scatter from transmission measurements at different wavelengths, ultimately describing physiological properties in tissue through the concentration of these chromophores.

3.1.2. Diffusion Modeling and Other Methods

Modeling is essential to account for scatter and correctly quantify the non-linear relationship between the measured light signals and the optical properties of the traversed tissue.

Due to the pervasive scattering, light transport modeling can be simplified using the diffusion approximations to the radiative transfer equation (RTE). The RTE is highly complex and can be simplified with a few assumptions. They are:

1. Optical radiance is only linearly anisotropic; all higher-order terms are ignored.

2. The rate of change of the flux is much lower than the collision frequency.

The latter assumption hold true for NIR imaging of tissue because scattering occurs much more frequently than absorption. The former assumption holds true for regions far from light sources and tissue boundaries. In the case of breast imaging, most of the tissue is greater than one scattering distance from the sources and boundaries and
thus satisfies this assumption. The simplification that results is known as the diffusion approximation and is represented mathematically as follows:

\[
\frac{1}{c} \frac{\partial \Phi(r, t)}{\partial t} - \nabla \cdot D \nabla \Phi(r, t) = -\mu_a \Phi(r, t) + S(r, t)
\]

which describes the fluence of light, \( \Phi \), and where \( D = \frac{1}{3(\mu_a + \mu_s')} \), is the diffusion coefficient at a time, \( t \), at a certain position, \( r \), in tissue due to a source, \( S \). The four terms in the equation represent changes in flux, diffusion, loss due to absorption, and gain due to a light source. A complete derivation can be found in the literature.\(^96\) The diffusion approximation is not valid near boundaries and sources, but this region is very small compared to the total in breast imaging.\(^96\)

![Figure 19: Fluence maps for three different source locations on a compressed breast.](image)

In addition to modeling the light as it travels through the tissue, it is necessary to model whether the light is reflected back inside or exits at a tissue interface. This is accomplished through the use of appropriate boundary conditions.

Light reaching a tissue boundary can either leave the domain or be reflected back into the domain at the air-tissue interface. This is a type III boundary condition where
photons at the edge can leave but do not return\textsuperscript{97,98}. The probability of a photon leaving is equal to the flux in that direction weighted by a factor that accounts for the internal reflection off of the boundary back into the medium. This is described by the equation

\[ \Phi(\xi, \omega) + 2A\hat{n} \cdot \kappa(\xi) \nabla \Phi(\xi, \omega) = 0 \]

where \( \xi \) is a point on the boundary and \( \hat{n} \) is a vector pointing outwards, normal to the surface. \( A \) is the probability of internal reflection at point \( \xi \) determined from Fresnel's law,

\[ A = \frac{2 / (1 - R_0) - 1 + |\cos \theta_c|^2}{1 - |\cos \theta_c|^2} \]

where \( \theta_c \) is the angle at which internal reflection occurs and \( R_0 = (n / n_a - 1)^2 / (n / n_a + 1)^2 \).

Typically, \( n_a \) is assumed to be the index of refraction of free space, equal to 1\textsuperscript{99}.

Analytic solutions to the RTE are available\textsuperscript{100}, and can be easy to implement in a computationally inexpensive way, however only for simple geometries such as spheres and semi-infinite domains. Hence, they are impractical for many clinical applications. Monte Carlo methods are another class of solutions to the RTE. In Monte Carlo, individual photons are simulated stochastically through the tissue until they are absorbed or exit an external tissue boundary\textsuperscript{101,102}. This method is highly accurate for all aspects of the imaging domain of any arbitrarily-designed shape, provided enough photons are simulated; however, it requires a lot of time and computational resources\textsuperscript{61}. It is most useful in examining cases with short source detector distances and for validation of other methods. Finite element modeling (FEM) is another alternative. It can be used for complicated tissue shapes and is less computationally demanding than Monte Carlo.
methods. On account of these advantages, FEM is currently the gold standard for modeling light propagation for NIR systems.85

3.1.3. Finite Element Modeling

FEM is an ideal modeling technique for optical breast imaging because of its reasonable computation time and complexity, and its ability to preserve both breast shape and internal structures with accurate results for most aspects of the tissue volume. It can be used to solve the diffusion approximation at discrete points across the tissue domain. These points are known as nodes and are interconnected to form a surface representative of the breast or other imaged area. The tissue fluence calculated at each node is linearly interpolated to create a smooth solution over the tissue. In FEM, the imaging domain is discretized into a two-dimensional grid or three-dimensional mesh, as shown in Figure 20.

Figure 20: A volumetric breast mesh created from a stack of DBT images. The left side shows the nodes, connected to form tetrahedral elements. The right side shows a slice through the mesh, providing easy visualization of the preservation of spatial information about fibroglandular and tumor tissue structures.

The nodes are mathematically linked to neighboring nodes, forming an element. In 2D, these elements are typically square or triangular, while they are tetrahedral or
cubic in 3D cases. Tetrahedral meshes are used in the NIRST-DBT imaging case to model the irregularly shaped breast tissues. Extensive analysis of finite element modeling can be found in the literature \(^{103,104}\). Discretization of the diffuse equation onto the finite elements necessitates a weighting function at each node, leading to the following equation.

\[
\langle -\nabla \cdot D \nabla \Phi \phi \rangle + \left( \mu_a + \frac{i \omega}{c} \right) \Phi \phi = \langle S \phi \rangle \tag{4}
\]

\(\langle x \rangle\) refers to the integration over the solution domain. \(\phi_i\) is the linear weighting function at the \(i^{th}\) node \((\phi_i = \sum_{j=1}^{N} \Phi_j \phi_j)\) and is solved numerically along with the fluence.

The number of nodes included in a mesh can vary but generally, the more nodes, the more accurate the solution will be as the solution is calculated for more points within the fixed volume. However, increasing the number of nodes also increases the computational costs. The mesh can be made finer by increasing the number of nodes and decreasing the average space between nodes. Simulation studies of compressed DBT image stacks show that 30,000 node meshes with CW data obtain the same chromophore recovery as 80,000 node meshes with significantly lower computation time. In this thesis, reconstructions were performed in 3D using meshes between 30,000 and 45,000 nodes, corresponding to desired node spacing between 2 and 3 mm for the meshing software, depending on breast volume and presence or absence of a tumor. The average breast volume examined was 58,000 mm\(^3\), for a typical mesh of 35,000 nodes, and 200,000 elements, the volume of each element would be roughly 0.25mm\(^3\) with each node.
covering less than 1.7 mm³, or 1.2 mm in each dimension, slightly less than the average
distance between scattering events of 1.3 mm.

*Image Reconstruction*

3.1.4. **Forward Problem**

Simulation of light fluence at external boundaries is necessary for accurate
modeling of light in tissues of known optical properties. This is known as the forward
problem and, as previously discussed, uses FEM to solve the diffusion approximation on
the discretized mesh domain. A smooth solution for the entire breast tissue domain
included in the mesh is calculated through piecewise linear basis functions.

In the forward problem, the optical properties of the domain are considered
known quantities. Light is emitted from sources on the surface of the tissue, and
absorption and scattering are simulated through the volume according to the diffusion
equation, providing results for the boundary data at the light detectors. The forward
problem alone can be useful to compare expected data with actual data from a new NIR
system when actual properties are known, for example, in the case of optical phantoms.
However, in many cases, particularly human imaging, the actual optical properties are
impossible to know a priori. In these cases, the forward model is an important
component of image reconstruction, allowing for comparison of expected and actual data
for an estimated set of optical properties.

3.1.5. **Inverse Problem**

In clinical implementation, NIRST is carried out with measurements recorded at
detectors external to the tissue volume of interest. Using measurements recorded at
detectors near the tissue boundaries, $\mu_a$ and $\mu_s$ can be estimated from this data at every node in the mesh by solving the inverse problem. This is challenging because it is non-linear, ill-conditioned, and underdetermined. It is undetermined because there are many more unknowns (the tissue properties at each location) than there are knowns (detector measurements). In an ill-posed problem, small changes in the signal or noise can have large effects on the solution due to large variations in magnitude along the normalized diagonal of the inversion matrix. The general solution scheme involves an initial educated guess about the optical properties of the tissue, typically coming from a calibration procedure involving a phantom of known optical properties. Using these estimates, the forward problem is solved on an FEM mesh and compared to the experimentally measured data. Differences between the model and the data update the approximation of the optical properties based on the sensitivity of the detector measurements to the internal optical properties. This sensitivity matrix is known as the Jacobian, $J$, and is structured as:

$$
J = \begin{bmatrix}
\frac{d\ln I_1}{d\mu_1} & \frac{d\ln I_1}{d\mu_2} & \ldots & \frac{d\ln I_1}{d\mu_{NN}} \\
\frac{d\ln I_2}{d\mu_1} & \frac{d\ln I_2}{d\mu_2} & \ldots & \frac{d\ln I_2}{d\mu_{NN}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{d\ln I_{NM}}{d\mu_1} & \frac{d\ln I_{NM}}{d\mu_2} & \ldots & \frac{d\ln I_{NM}}{d\mu_{NN}} 
\end{bmatrix}
$$

Here, NM is the number of source-detector measurements, and NN is the number of nodes. In the single-wavelength continuous wave case, only $\mu_a$, the absorption
coefficient is considered variable with respect to intensity measurements; $\mu_s$ is assumed to be known. The Jacobian is calculated at each iteration of the reconstruction using the adjoint method, which is computationally efficient because it takes advantage of reciprocity\textsuperscript{105}. This process is repeated until a stopping criterion is reached. Many methods are available for solving inverse problems. Each have advantages and disadvantages in NIRST image reconstruction, and a number of research groups are working on optimizing these techniques\textsuperscript{106–109}.

Nirfast software\textsuperscript{99,110} (www.nirfast.org) was used to reconstruct all the images presented herein. This involves minimization of the objective function $\chi^2$ until a user-defined stopping criteria is reached. Using the Tikhonov formulation, the objective function is:

\[ \chi^2 = \sum_{i=1}^{NM} (\phi_M^i - \phi_C^i)^2. \]

Where $\phi_C^i$ is the calculated data from the forward model for a specific estimation of absorption and scattering and the measured data, $\phi_M^i$ is the data collected from the imaging system. The first derivative of the objective function $\frac{d\chi^2}{d\mu}$ can be Taylor-expanded about a nearby point to form a relationship between the data $\phi$ and the optical properties $\mu$:

\[ \frac{d\chi^2}{d\mu} = \frac{d\chi^2}{d\mu}(\mu_i) + (\mu_{i+1} - \mu_i) \frac{d}{d\mu}\left(\frac{d\chi^2}{d\mu}(\mu_i)\right) + \ldots \]

To minimize $\chi^2$, $\frac{d\chi^2}{d\mu} = 0$. Ignoring higher order terms and solving for $\mu_{i+1}$,
\begin{align*}
\mu_{i+1} &= \mu_i - \left( \frac{d}{d\mu} \left( \frac{d\chi^2}{d\mu}(\mu_i) \right) \right)^{-1} \frac{d\chi^2}{d\mu}(\mu_i). 
\end{align*} \tag{8}

This yields an iterative update for the optical properties. Solving for \( \frac{d\chi^2}{d\mu} \) and \( \frac{d^2\chi^2}{d\mu^2} \) from equation 6, we obtain

\begin{align*}
\frac{d\chi^2}{d\mu}(\mu_i) &= 2 \left( \frac{d\phi^C}{d\mu} \right)^T (\phi^C - \phi^M) \tag{9}
\end{align*}

and

\begin{align*}
\frac{d}{d\mu} \left( \frac{d\chi^2}{d\mu}(\mu_i) \right) &= 2 \left( \frac{d\phi^C}{d\mu} \right)^T \frac{d\phi^C}{d\mu} + 2 \frac{d^2\phi^C}{d\mu^2} (\phi^C - \phi^M). \tag{10}
\end{align*}

Ignoring the small second derivative term gives us

\begin{align*}
\frac{d}{dx} \left( \frac{d\chi^2}{d\mu}(\mu_i) \right) &= 2 \left( \frac{d\phi^C}{d\mu} \right)^T \frac{d\phi^C}{d\mu}. \tag{11}
\end{align*}

Substituting in equations 9 and 11, equation 8 becomes

\begin{align*}
\mu_{i+1} &= \mu_i - \left[ \left( \frac{d\phi^C}{d\mu} \right)^T \left( \frac{d\phi^C}{d\mu} \right) \right]^{-1} \left( \frac{d\phi^C}{d\mu} \right)^T (\phi^C - \phi^M). \tag{12}
\end{align*}

Knowing that \( \frac{d\phi^C}{d\mu} \) is the Jacobian Matrix J, the update equation is

\begin{align*}
\mu_{i+1} &= \mu_i - \left[ J^T J \right]^{-1} J^T (\phi^C - \phi^M). \tag{13}
\end{align*}

Since \( J^T J \) is always ill-conditioned, the inversion is stabilized using Levenberg-Marquardt regularization by adding a term, \( \lambda \), to make it more diagonally dominant, resulting in:

\begin{align*}
\mu_{i+1} &= \mu_i - \left[ J^T J + \lambda I \right]^{-1} J^T (\phi^C - \phi^M). 
\end{align*}
This equation is iterated on until the change in $\mu$ from one iteration to the next is less than 2%, which is an empirically derived factor in the Nirfast software. The inversion process is computationally intense because the forward problem must be solved at every iteration.

In performing CW imaging only, it is not possible to distinguish between signal loss due to absorption vs. scattering without additional information. Frequency or time domain imaging provides added information beyond signal amplitude at the detector, which can be used to determine scattering and absorption independently. In the reconstructions performed herein, scattering values are assumed and remain unchanged throughout the process, while iterative updates are made exclusively to the absorption parameters and data model mismatch is minimized for absorption alone. Hence, any mischaracterization of scatter can affect the recovered absorption coefficients.

3.1.6. Spectral Reconstructions

Each chromophore in the NIR regime has a specific molar extinction spectra and after calculating absorption at each wavelength, a best fit can be performed for hemoglobin, water, and lipids. Alternatively, this information can be embedded in the inverse problem. Rather than reconstruct each wavelength separately and then solving for chromophore concentrations, it is possible to restructure the problem in terms of the chromophores and solve for them directly, providing a solution that is faster, more accurate, and more robust to noise\textsuperscript{111,112}. The absorption coefficient at each wavelength is comprised of a linear combination of the absorbers at that wavelength. Hence, chromophore concentration $C$ can be determined by:
$$C = \sum_{i=1}^{n} \frac{\mu_a(\lambda_i)}{\varepsilon_i(\lambda_i)}.$$  

Here, $\mu_a$ is the absorption coefficient at the chosen wavelength, and $\varepsilon_i$ is the molar extinction coefficient as a function of wavelength of $i^{th}$ chromophore. Absorption is measured at several wavelengths (at least as many as the number of chromophores) and $\varepsilon_i$ has been well established\textsuperscript{113,114}. In Nirfast, a least squares fit is used to calculate chromophore concentrations from absorption coefficients. Similarly, scattering coefficients can be spectrally combined to scattering amplitude $A$ and scattering power $b$ and then fit to an empirically derived power law approximation to Mie Theory, shown to be a good approximation\textsuperscript{115,116}.

$$\mu_s' = a\lambda^{-b}$$

To reconstruct directly for tissue chromophores, the Jacobian is modified to incorporate the sensitivity of the tissue chromophores on the boundary data and arranged in blocks by wavelength:

$$J(\lambda_i) = \begin{bmatrix}
J_{c1}(\lambda_1) & J_{c2}(\lambda_1) & \cdots & J_{cM}(\lambda_1) \\
J_{c1}(\lambda_2) & J_{c2}(\lambda_2) & \cdots & J_{cM}(\lambda_2) \\
\vdots & \vdots & \ddots & \vdots \\
J_{c1}(\lambda_N) & J_{c2}(\lambda_N) & \cdots & J_{cM}(\lambda_N)
\end{bmatrix}$$

The update equation is similarly modified:

$$\begin{bmatrix}
\Delta c_1 \\
\vdots \\
\Delta c_{NC}
\end{bmatrix} = \left[J^T J + \lambda I\right]^{-1} J^T \begin{bmatrix}
\phi_{C1} - \phi_{M1} \\
\vdots \\
\phi_{CN} - \phi_{MN}
\end{bmatrix}$$
to account for the fact that \( c \) is a vector and there is a \( \phi^C - \phi^M \) term for each wavelength.

Including multiple wavelengths makes the reconstruction less ill-posed since all data is used to estimate all parameters simultaneously, and is favorable because spectral constraints can be introduced during the reconstruction. Previous work has shown improvement in chromophore concentration using this method\(^{117}\). However, this technique is especially memory intensive, as the Jacobian matrix is larger by a factor of number of wavelengths, initially impossible on standard cluster computing. On a mesh using 30,000 nodes, 2,500 measurements, 8 wavelengths, and 4 chromophores, the size of the full spectral Jacobian becomes \((30,000 \text{ nodes} \cdot 4 \text{ chrom}) \times (2,500 \text{ measurements} \cdot 8 \text{ wvs})\), which, for double type storage, is 18 GB. For phantom measurements using all source and detector combinations, the requirements can exceed 80GB simply for storing the Jacobian.

A forward model calculation of this size can take 30-60 minutes on a powerful cluster computer, depending on the number of light sources and detectors on the breast. Typical reconstructions involve about five iterations and thus can take between three and five hours. An alternative conjugate gradient method with lower memory demands was tested; a sample patient reconstruction is shown in Figure 21.
Figure 21: Reconstructions for a sample patient using the conjugate gradient method shows accurate recovery of tissue chromophores when compared to the simulated actual data.

This technique was successful but required a very large number of iterations, leading to longer reconstruction times. Its use was discontinued after an upgrade in computing power permitted spectral reconstructions of the NIRST-DBT data sets.

3.1.7. Inclusion of Anatomic Spatial Priors

Stand-alone NIRST has low spatial resolution, on the order of one centimeter\textsuperscript{33,57,59}. Spatial information from the DBT image stack can be used to guide the NIRST reconstruction, improving resolution up to an order of magnitude\textsuperscript{57,118,107,119}. DBT
images can be segmented into different types (typically fibroglandular, adipose, and malignant) based on pixel intensity, location, and architecture, as shown in Figure 22.

*Figure 22: DBT image (left) with segmented slice and the resulting FEM mesh (center) and the overlay of the sources and detector locations (right) on this template.*

In the FEM mesh, each node is tagged as a single tissue type. During the reconstruction, chromophore concentration estimates are subjected to spatial prior constraints whereby all nodes within a given region are constrained to the same value during the iterative updating process. This technique is referred to as hard priors. Alternatively, in soft prior reconstruction, the values can vary in all regions, but variations within a single region are dampened. All the work discussed in this thesis show either hard prior or no prior images, those in which no spatial information is included.
Figure 23: No prior (left) vs. hard prior (right) reconstruction of a patient with both a benign lesion and an invasive ductal carcinoma. The higher hemoglobin content of the carcinoma is clearly visualized in the case on the right, but not visualized in the no prior reconstruction on the left. Additionally, significant high and low values are seen in diffuse reconstruction across the length of the breast that are known to be artifact.

In addition to improvements in accuracy and resolution, the use of spatial prior information decreases the number of unknowns to be updated and converts the inversion from being underdetermined to overdetermined, while also decreasing its size and associated computation time. Optical properties vary only across regions, so the Jacobian matrix can be mapped for particular regions to assess region-specific sensitivity. In this process, the Jacobian is reduced to a number of columns equal to the number of regions rather than the number of nodes, typically a much smaller matrix, as shown below.
\[
\begin{bmatrix}
\frac{d \ln I_1}{dC_1} & \frac{d \ln I_1}{dC_2} & \cdots & \frac{d \ln I_1}{dC_{NR}} \\
\frac{d \ln I_2}{dC_1} & \frac{d \ln I_2}{dC_2} & \cdots & \frac{d \ln I_2}{dC_{NR}} \\
\vdots & \vdots & \cdots & \vdots \\
\frac{d \ln I_{NM}}{dC_1} & \frac{d \ln I_{NM}}{dC_2} & \cdots & \frac{d \ln I_{NM}}{dC_{NR}}
\end{bmatrix}
\]

\[J = \prod_{i=1}^{N} \frac{d \ln I_i}{dC_i} \frac{d \ln I_i}{dC_{NR}} \]

It imposes tissue homogeneity within segmented zones, and when used appropriately improves lesion detectability assessed by receiver operating characteristic (ROC) analysis compared to no prior information\textsuperscript{120}. Homogeneous sub-region constraints can cause inaccurate reconstructions if region localization is not accurate\textsuperscript{121}. Since optical imaging alone is unable to detect lesions smaller than about 1cm, it is advantageous to use a highly resolved imaging modality to complement the optical imaging. Hard priors algorithms and DBT spatial information can enable detection of smaller lesions with lower contrasts on a spatial scale, possibly approaching 3mm\textsuperscript{122}. Alternatively if a lesion is unidentifiable in DBT, it will most likely not appear in the optical image as any contrast will be averaged with the rest of the defined region, unless the contrast is very high or the region is very large. Hence, NIRST will not increase the sensitivity of DBT in detecting cancer, but may improve the specificity. While DBT provides highly resolved 3D anatomical detail in the breast, NIRST produces complementary metabolic information including hemoglobin concentration, oxygen saturation, water content, lipid fraction, and scattering properties. Synergistically combining the two information streams by using the DBT spatial information to guide the
NIRST chromophore recovery may improve the specificity of recall screening for breast cancer.

**Image Segmentation Methods**

A patient-specific mesh is required to use spatial prior information. DBT image volumes localize the tissue boundaries and internal structures, highlighting any regions of interest. While DBT images are highly resolved in the x and y plane, there is very limited resolution on the z plane, leading to some challenges. The reasons behind this are described below, along with several steps to improve the images, work done with collaborators at the University of Massachusetts Medical School. The prior information from DBT is used to create a stack of segmented images that is then converted into a mesh for NIRST image reconstruction. Prior information can be used to refine mesh resolution within regions of interest, and synergistic combining of the DBT and NIRST information streams yields the most accurate final results.

### 3.1.8. DBT Image Formation

The theoretical framework for tomosynthesis began in the early 1900s. However, a lack of technology prevented experimental work until the 1970s. The initial systems took multiple images in parallel path geometry. In this type of system, the detector moved in one direction while the image receptor moved the opposite way. In order to create images in this manner, a technician had to manually change the films between each projection, a process that would be too time consuming to be practical in a clinical setting. In addition, there was blurring of images outside the plane of interest that made the images difficult to read.
These problems would be solved later with the development of digital detectors and faster computers that could perform image reconstruction and eliminate the blurring effects\textsuperscript{124}. In the 1980s, before the advent of a flat panel detector, interest in tomosynthesis waned as CT scanning was refined and brought into the clinic. Finally, in the late 1990s, appropriate flat panel detector technology was developed, to the point where now the current designs use detectors made with selenium. These detectors have a high detective quantum efficiency, absorbing over 95\% of incoming X-rays, making low dose detection a possibility\textsuperscript{125}. Interest in tomosynthesis for clinical applications has been restored on account of this new development\textsuperscript{126}.

Tomosynthesis is a unique medical imaging technique because of the method by which the images are taken. There are several geometric configurations used, including parallel path, full isocentric motion, and partial isocentric motion\textsuperscript{126}. In parallel path imaging, the tube moves parallel to the detector. This was the earliest type of detection system. In full isocentric motion, the detector and tube are fixed with respect to each other but move around in a circular pattern. In partial isocentric motion, the tube moves in an arc but the detector remains fixed. This geometry is currently used in virtually all breast tomosynthesis machines.
There are other factors beyond system geometry that affect the overall image quality. The number of images taken can be changed for a given dose. Increasing the number of images decreases the signal-to-noise ratio and lengthens the reconstruction time. Another variable that can be altered is the angular range of imaging. Smaller angles allow more structures in a given slice to be in focus, while using larger angles leads to greater slice separation. The latter can increase the image resolution and help to sort out clusters of microcalcifications and other small structures\textsuperscript{125}. One study found that 13 images taken over 60 degrees gives optimum in-plane clarity and vertical resolution\textsuperscript{127}. Another study showed that somewhere between 11 and 17 projections over 45 degrees is best in detecting a 3 mm mass\textsuperscript{128}. Clearly, more research in this area is needed.

In addition to considering projection angles, there are also different methods of acquiring images. Images can be taken continuously or at discrete locations. With
continuous imaging, the detection time must be kept short to avoid image blurring due to motion at the point of focus. If the imaging occurs at discrete locations, the gantry must completely stop before the image is taken to avoid blurring.\textsuperscript{124}

After the images are taken, they must be reconstructed. The most important issue when dealing with reconstruction is the blurring effect of out-of-plane objects, which can obscure details in the plane of interest. Many different techniques have been developed for this task. They fall into four main types: backprojection, algebraic, iterative and statistical\textsuperscript{129}.

The most basic and earliest method is a backprojection technique known as shift and add. As the name indicates, each projection is shifted and then added together. Changing the amount of shift will determine which plane is in focus\textsuperscript{126}. As is true with all types of reconstruction, it is important to take into account the slight movement of the patient during the exposure. One method that has been used in the past involves fiducial markers\textsuperscript{130}. However, this is less of a concern as the breast is compressed in breast tomosynthesis, preventing significant movement of the patient. Filtered backprojection (FBP) is a transform technique that uses line integrals at various angles to reconstruct the values at each voxel. Simple backprojection is unstable when noise is included. More involved techniques include an inversion filter, a spectral filter, and a slice thickness filter to increase stability during the reconstruction\textsuperscript{131}.
Figure 25: The shift and add technique for image reconstruction of five exposures. The images are added together with different shifts in order to focus on object A or B\textsuperscript{132}.

Matrix inversion tomosynthesis (MITS) is an algebraic technique in which linear algebra can be used to solve for blurring in each plane. This technique is very good at reconstructing high-frequency image components, but the matrices are not well conditioned for inversion at lower frequencies\textsuperscript{124}. A similar approach involves iterative reconstruction, which uses all elements of the data set (including those taken at wide
angles, which are not included in MITS). However, it is more computationally intensive and can take longer to run\textsuperscript{126}.

Statistical methods can also be used to reconstruct tomosynthesis images. The maximum likelihood expectation maximization technique uses data to determine the most probable linear attenuation coefficients for each voxel\textsuperscript{131}.

Several studies measure the performance of the various reconstruction techniques in different phantom and patient scenarios. These studies often compare signal-to-noise ratios as well as artifact spread functions. FBP is the most commonly-used algorithm. It has been shown to more accurately reconstruct lower frequencies, while MITS is more accurate at high frequencies\textsuperscript{126}. Other studies that have compared FBP methods with the statistical maximum likelihood expectation maximization technique have shown better results for the statistical method when studying masses and microcalcifications\textsuperscript{133}. FBP has also been compared to the shift and add method for breast tomosynthesis imaging of microcalcifications, and was shown to be superior in clarity\textsuperscript{134}. Also, the acquisition methods can affect the success of the reconstruction algorithm. For example, the MITS technique works better at smaller angles than the FBP; these parameters should be considered when determining which reconstruction method to use\textsuperscript{134}. In the case of our DBT system, the reconstruction algorithms used are proprietary information. However, no matter what reconstruction method was selected, there are significant challenges to image segmentation, including partial volume averaging artifacts and low z plane resolution.
3.1.9. DBT Image Post Processing

After DBT image reconstruction is performed from the initial 11 projection frames, post-processing steps are necessary before tissue type segmentation is possible. First, the lowest 34 reconstructed slices are removed. These slices correspond to the 3.4 cm of additional height above the traditional breast tray occupied by the NIRST detector cover and do not contain any breast tissue. Some of the DBT images possess detector artifacts, and these are removed via thresholding, removing pixel values outside of one standard deviation from the mean, as shown in Figure 26. Next, the posterior edge of the NIRST detector is identified by the user via a single mouse click for future assignment as adipose tissue. If this is not performed, the image artifacts from this edge may be incorrectly segmented as fibroglandular tissue. Skin thickness can be estimated next, as shown in Figure 27. However, the skin is not segmented as a separate tissue in the work described here because along the tissue edge, reconstruction is known to be inaccurate.

Figure 26: DBT Image slice prior to (left) and after (right) detector artifact correction thresholding.
Figure 27: Images of skin segmentation process.

After eliminating slices and artifacts due to the unique geometry of the NIRST-DBT system, an out-of-slice artifact suppression step is performed using an angular constrained bilateral filter. Out-of-slice artifacts in DBT reconstruction are due to the limited angular range of this imaging modality. They appear as increasingly laterally shifted, with decreasing intensity in slices farther from the slice containing the original object, as shown in Figure 28. Viewed in the x-z plane, they appear as X’s. An edge-preserving bilateral filter was applied along this plane, including an angular constraint accounting for the angular range of the DBT imaging system\textsuperscript{135–137}. This step decreases the out-of-plane artifacts, readying the images for adipose and fibroglandular segmentation.
Figure 28: a. An x-z plane image from the 3D DBT image stack for a clinical case. b. 23 × 23 Gaussian kernel used in the bilateral filter before modification. c. Modified Gaussian kernel with an angular constraint of 2θ corresponding to the angular range during projection view acquisition. d. An x-z plane after application of the angular-constrained bilateral filter that shows a reduction in out-of-plane artifacts. Zoomed (1.5×) regions of interest before and after application of the filter are shown.
3.1.10. Adipose and Fibroglandular Segmentation

Tissue type segmentation is performed using a kernel-based fuzzy c-means (KFCM) clustering algorithm. This broadly-applied technique for medical image segmentation has been previously used in MRI and digital mammography\textsuperscript{139–142}. The whole breast is selected for clustering into distinct regions, either two or three in craniocaudal (CC) (three if muscle is present), and two in mediolateral oblique (MLO) initially due to similarity between fibroglandular and chest wall pixel intensities. This process is shown in Figure 30–Figure 32 for three cases, CC images, MLO images with disjointed fibroglandular tissue and chest wall, and MLO images with chest wall and fibroglandular tissue connected, respectively. KFCM classifies pixels that are geographically and intensity similar into a cluster. It is an iterative method that
minimizes an objective function that depends on the Euclidean distance of the gray levels
to the center of the cluster, which has been arbitrarily defined. The KFCM classification
is performed on the 3D volume stack, producing classifications of 2 or 3 regions in every
slice. This step is repeated for the MLO case to separate fibroglandular and muscle tissue
and followed by morphological operations when both are present in a connected cluster,
as shown in Figure 32. When muscle and fibroglandular tissue present as two separate
clusters, it is possible to separate them based on the known location of the chest wall,
anterior and either superior or inferior depending on the breast imaged, however when
they are the continuous, additional morphological operations are necessary for separation.
At this point, the tissue has been segmented into adipose and fibroglandular tissue, with
muscle as well when applicable. The segmentation process is complete for normal
breasts, but an additional step is needed for lesion segmentation in cases from the biopsy
cohort.
Figure 30: KFCM segmentation steps for CC images
Figure 31: KFCM segmentation steps for MLO images with geographically separated fibroglandular and chest wall tissues. First round KFCM separates adipose and non-
adipose, a second KFCM on the non-adipose region separates fibroglandular and muscle.

Figure 32: KFCM segmentation steps for MLO images with continuous fibroglandular and chest wall tissues. First round KFCM separates adipose and non-adipose, a second
KFCM on the non-adipose region separates fibroglandular and muscle but requires additional morphological operations for separation.

3.1.11. Lesion Segmentation

All images have been carefully reviewed by a breast radiologist, Dr. Steven Poplack. For women with abnormalities, he determines the slice where the lesion is most clearly visualized as well as the extent of the lesion in the z-direction. Additionally, he circles the lesion in the clearest slice. For segmentation, the process is semi-automated, requiring three user inputs. Identification of the center of the region of interest, as well as the lesion periphery along the axis of largest diameter (2 points) are obtained in the plane of best lesion visualization. Using these measurements, a cubic voxel of interest is developed, centered at the lesion center and extending to the largest diameter points in all three dimensions. Within the bounds of this region, background correction, KFCM, and additional morphological operations are performed to obtain the tumor segmentation.

There are differences in pixel intensity in slices of DBT image volumes, with images near the breast periphery having greater intensity than more centrally-located images. This is due to the lack of an X-ray scattering grid for DBT images; a greater scatter-to-primary ratio as well as beam hardening effects lead to lower intensity in central breast slices. A background correction is applied whereby the average intensity value for all slices in the voxel of interest (VOI) is determined and used to normalize each individual slice, as shown in Figure 33. KFCM is applied to the VOI after background correction, separating the volume into two clusters: background and lesion.
Figure 33: Three slices (x-y plane) extracted from the volume of interest (VOI) encapsulating the lesion: a. top slice in contact with the compression paddle; b. slice that best represents the lesion; and c. bottom slice in contact with the breast support. (a–c) are prior to and (d–f) are after VOI normalization\textsuperscript{138}.

Lastly, morphological operations are performed on the lesion to obtain a single region of interest within the VOI. This includes hole filling algorithms to remove voids as well as region growing to connect different aspects of the lesion in 3D space as a single contiguous tumor. After all of these steps have been performed, the lesion is overlaid on existing fibroglandular and adipose segmentations as a different color. This
process is demonstrated in Figure 34.

Figure 34: Flowchart depicting lesions segmentation process.

An overview of the entire process for both CC and MLO can be seen in Figure 35 and Figure 36. In these flowcharts, the color coding of the text corresponds to the bounding boxes on the previous figures for improved comprehension of the many steps involved in segmentation.
Figure 35: Flowchart depicting DBT image processing steps for CC segmentation of adipose, fibroglandular, and tumor regions, as part of the segmented volume and mesh creation process.
Figure 36: Flowchart depicting DBT image processing steps for MLO segmentation of adipose, fibroglandular, and tumor regions, as part of the segmenting and mesh creation process.
3.1.12. DBT Segmentation Assessment

After development of the semi-automated segmentation algorithm, comparisons with existing segmentation tools confirmed the accuracy of the chosen technique. The comparison metric was an FDA approved tool for breast density analysis of mammographic images, (Quantra™, Hologic Inc.), which assesses breast volume as well as percent fibroglandular (or dense) tissue,

In order to compare the DBT segmentation with the assessment from Quantra, it was necessary to obtain raw mammographic images from a clinical Hologic unit. These raw images are not normally save to a patient’s medical file but can be obtained from the unit itself. However, there is limited hard drive space on these machines, so scans are automatically removed after a certain amount of time, usually four weeks. For this study, it was necessary to wait until normal subjects completed their next annual screening mammogram, at which point the raw images could be retrieved. Only screening exams completed at DHMC could be included in the study, so many subjects that participated in the DBT research scans were not included a part of this analysis. Additional scans at the time of the DBT research study would increase radiation exposure and were not included in the CPHS study plan.

In this analysis, 17 DBT reconstructions of women from the NIRST-DBT study were compared with estimates from mammography using Quantra. Percent fibroglandular tissue, alternatively, volumetric breast density (VBD) was calculated from the segmented DBT image slices as well as through the Quantra software package (performed by collaborators at Hologic, Inc) as a percent glandular volume (GV) out of the total breast volume (TBV). As the images were taken on two different machines, at
time points up to one year apart, the compressed breast thickness (T) differed between mammography and DBT as did the TBV. This may be due to changes in patient positioning, system geometry and weight gain or loss over the interval between imaging exams. To account for these differences, a normalized breast density (nVBD) was introduced.

\[
nVBD = \frac{VBD}{T}
\]

The results are summarized below Table 3. There were statistically significant differences between breast thickness on the DBT system and the clinical units with DBT images typically obtained smaller thicknesses. nVBD took the thickness differences into account showing statistically significant correlation between DBT segmentation and Quantra, which was not the case for VBD without normalization. Scatter graphs showing comparisons between DBT segmentation and Quantra for both VBD and nVBD are shown in Figure 37.

<table>
<thead>
<tr>
<th>T(\dagger) ([\text{mm}])</th>
<th>Mean difference (MQ-DBT): 6.7; (p=0.013^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBV(\dagger) ([\text{cc}])</td>
<td>Mean difference (MQ-DBT): 183; (p&lt;0.001^*)</td>
</tr>
<tr>
<td>GV(\dagger) ([\text{cc}])</td>
<td>Mean difference (MQ-DBT): 9.6; (p=0.211)</td>
</tr>
<tr>
<td>VBD</td>
<td>Pearson’s r: 0.471; (p=0.056)</td>
</tr>
<tr>
<td>nVBD</td>
<td>Pearson’s r: 0.658; (p=0.004^*)</td>
</tr>
</tbody>
</table>
Table 3: Prototype DBT vs. Mammography–Quantra (MQ) § indicates paired t-test; * indicates statistical significance. 

After confirmation that the segmentation algorithm worked as well as Quantra for determination of fibroglandular dense tissue, it was important to compare the calculations for two views of the same breast as a secondary test of segmentation accuracy. Correlation between two views was surprisingly low for mammographic methods, and for both VBD and nVBD, DBT had a higher correlation. As MLO images are often obtained at different breast thicknesses than CC images, normalization improves the correlation between views for both Quantra and DBT. For DBT only, the correlation between views was statistically significant, as summarized in Table 4.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mammo-Quantra</th>
<th>DBT- current algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBD</td>
<td>r=0.309; p=0.552</td>
<td>r=0.394; p=0.439</td>
</tr>
<tr>
<td>nVBD</td>
<td>r=0.572; p=0.236</td>
<td>r=0.860; p=0.028*</td>
</tr>
</tbody>
</table>

Figure 37: Volumetric breast density comparison between mammography via Quantra analysis, and DBT for raw data (left) and normalized results (right).
Table 4: Comparison of two views of the same breast, * indicates statistical significance.  

Testing this new DBT segmentation method via comparison with existing, well-documented software for breast density analysis as well as via comparison of different views of the same breast both demonstrated statistically significant correlation. This evidence strongly supports the assertion that the new DBT segmentation algorithms will accurately represent breast spatial prior information for NIRST reconstruction algorithms.

Mesh Creation

Meshing converts the spatial information contained in the DBT image stack into a precise model of the breast for NIRST image reconstruction. The results shown here rely on the meshing toolkit included in Nirfast to create phantom and breast meshes. There is a meshing GUI in Nirfast, shown in Figure 38.

This is an incredibly useful tool for creating single meshes for optical phantoms. However, for analysis of patient images, a script-based meshing tool was written to increase speed of patient image reconstruction creating meshes automatically in a repeatable, reliable way.
Figure 38: The Nirfast mesh creation GUI allows users to load segmented images and source locations, specify node density, and create a 3D mesh. Single regions can be refined with smaller node spacing.

3.1.13. DBT Segmented Image Post Processing

Images obtained from the DBT segmentation require post processing before meshing can be completed. The DBT image stack is typically reconstructed with 1 mm spacing in the z-plane. The stack includes 34 slices corresponding to the 3.4 cm breast detector panel that must be removed. This can be done prior to segmentation to decrease segmentation time, but it is important to note that the first slice of image stack in this case actually corresponds to an image 3.4 cm above the original breast tray, prior to NIRST modifications.
The pixel spacing in the x and y planes of the DBT images are quite small (0.125 mm) owing to their high resolution; they are nearly ten times smaller than the z resolution (1 mm). This is challenging for the meshing software, which aims to preserve the spatial information of the images while creating a high-fidelity tetrahedral mesh (those with similar angles at all junctions). Meshes made with the full DBT images take a very long time and, if they are even possible, are often of poor quality due to extended tetrahedral with extreme angles attempting to preserve small variations in the segmented images. Instead, segmented images are reduced to 20% of their original size, producing high-quality meshes in a reasonable amount of time but with the loss of some of the finer segmentation details. These are likely unimportant due to the low spatial sensitivity of NIRST; note that the images are not extremely distorted in Figure 39.

Figure 39: The left image is the DBT segmentation at full resolution 1500 x 1948. The second image was reduced to 20% of the image on the left. The final image shows an interpolated slice at the same level as the prior two images, extracted from a mesh of
40,000 nodes. The overall tissue structures are recognizable but most of the finer details have been lost.

Setting an equal pixel spacing for all DBT images is another important post-processing step. Although the DBT header files indicate the same pixel spacing for all images, this is not the case as confirmed by Hologic engineers. Inferior slices are taken with a larger X-ray field than superior slices. The superior slices appear magnified and have larger spacing between the nodes than the inferior slices. For this particular system, the following linear interpolation formula can be used to determine the true pixel spacing for a given slice:

\[
\text{Pixel Spacing} = \frac{(K - k_i)}{K}
\]

Here, \(K=584\) is the fixed source-to-detector separation for the DBT unit, and \(k_i\) is the slice height above the breast tray, in centimeters. For all images, the center pixel on the right hand side is in the same location, and the images are expanded about that point. Additional code was written to normalize the pixel spacing for all images according to the formula. While the true pixel spacing does not matter for radiologists viewing the images, it is vital when trying to model a breast volume for NIRST reconstructions, which require correctly sized breast volumes and correct source and detector separation distances to accurately model light absorption through the volume.

3.1.14. Meshing

When making a mesh, the number of nodes desired will change depending on the tissue volume and imaging system being used. In our case, 30,000-45,000 nodes were sufficient to reconstruct the tissue volume in a normal breast. This resolution is lower
than other imaging systems; however, as this system relies exclusively on CW data, simulations showed reasonable reconstructions at a lower resolution than for FD data sets. Additionally, with an exceptionally rich data set (over 5,700 measurements per scan), computation time was quite high so meshes were made as small as possible to reduce this time.

In the automated mesh script, a desired number of nodes (32,500 for normal breasts) is input, as well as a threshold value off from the desired number of nodes that would be acceptable (in this case, 2,500), so that the mesh is guaranteed to possess between 30 and 35,000 nodes. Starting with a tetrahedron size of 2.5 mm, experimentally tested to produce optimal results across cases, the script creates meshes, increasing or decreasing this size according to the number of nodes produced, until the desired number of nodes is achieved. This streamlines the meshing process, produces uniform and comparable meshes for all patients, and can be performed by anyone without any advanced knowledge of meshing techniques. Typical final tetrahedron sizes range from 2-3 mm depending on the breast size.

The meshing tools in Nirfast possess additional capabilities to refine a specific region of interest. It is possible to increase the number of nodes in a subsection of tissue by using smaller node spacing, typically between 0.5 and 1 mm depending on the size of the region of interest (ROI). If this spacing was used on the whole breast, the number of nodes would be very large and require lengthy computation times. For any cases with small ROI, spacing is selected such that 5% of the total number of nodes are labeled as being part of the ROI, or the smallest node spacing possible. These meshes were
reconstructed with around 40,000 nodes so as not to decrease the overall mesh resolution while creating a highly resolved ROI.

After the volume has been meshed, sources and detectors are placed along the tissue boundaries. The detector locations remain fixed for all imaging, and are saved in a text file. Source locations vary depending on which source spacing pattern is used. The small pattern has the sources spaced at 1.0 cm intervals, the medium at 1.5, and the large at 2.0. Most patients need either small or medium spacing, but there are some cases requiring the largest spacing. Information about the source configuration is contained in the header file for the patient, including the number of rows and columns, the starting source position, and the spacing between positions. The origin of the coordinates for the sources is the enter detector location. This method of positioning sources allows for greater versatility in source numbers and positions without requiring extensive software changes.

**Conclusion**

This chapter describes how NIR light propagates through tissue, and the methods of image reconstruction, image segmentation, processing, and mesh creation. Clinically relevant tissue chromophores such as hemoglobin, oxygen saturation, water, and fat content can be derived from absorption properties, although the reconstruction process is considerably more complex due to the pervasive light scattering. Using the diffusion approximation to the radiative transport equation, it is possible to generate boundary data based on the optical properties of an FEM mesh. Minimization of the error between simulated data from forward models and actual data allows for iterative solutions of the
inverse problem, generating optical properties from boundary data. This chapter also extensively describes DBT image formation and segmentation methods. DBT image processing is more challenging than CT due to the limited angle rotation of the X-ray gantry, making tissue segmentations particularly difficult. Post processing DBT images can remove some artifacts and improve segmentation. Segmentation methods for distinguishing adipose and fibroglandular and chest wall muscle, as well as separating lesions from the background have all been successfully adopted for DBT imaging. Using such techniques, it has been shown that DBT segmentation performs as well as FDA-approved Quantra software for mammography in calculating fibroglandular volume percentages, although it does not have the same fidelity as CT- or MRI-based segmentation in localizing the different tissue types.

Finally, this chapter discussed mesh creation from DBT segmented images. They require post-processing changes to convert to real space coordinates and facilitate the meshing process. These steps, as well as meshing and source detector placement, are all semi-automatic to decrease sources of error from user variation and to decrease the time between data collection and image reconstruction.
Chapter 4: Phantom Experiments

Phantoms play a vital role in the development, validation, and quality control of imaging systems. Clinically, they are recommended for quality management or mandated for technical surveillance to avoid system malfunction and possible adverse effects on patients undergoing examination. In research and development, phantoms are used for early-stage feasibility testing and performance evaluation, diagnosing errors and detecting underperforming instrumentation, and enabling comparisons of data acquired on different imaging systems.

Introduction

Breast mimicking phantoms are an important component for data quality assurance for both X-ray and optical imaging modalities. Phantoms possess known qualities that can be correlated with imaging results to ensure minimum performance standards (as required by law for clinical X-ray imaging) as well as provide feedback on the capabilities and limitations of a developing imaging system. Four main types of phantoms have been used in order to probe the size, contrast, and depth resolution as well as chromophore recovery in the combined NIRST-DBT imaging system. The first phantom experiments involve a homogeneous resin phantom, helpful in testing the system while designing and optimizing hardware as well as for calibration during phantom and patient exams. The second phantom study involves using a spectrally varying resin phantom comprised of several slices and containing three different-sized inclusions in order to characterize size, contrast, and depth resolution of the NIRST-DBT platform. Next, phantom experiment uses agar-based hemoglobin phantoms to
demonstrate the ability of the NIRST system to quantify linear recovery of hemoglobin levels in tumor-sized inclusions in a background similar to the average breast. Lastly, development of an anthropomorphic breast phantom with lipid and water composition similar to that of tissue is useful in quantifying system sensitivity to these chromophores.

4.1.1. Calibration Phantoms

Phantoms are typically used in validation studies of system accuracy and repeatability, and can be constructed from resins or plastics. They should be long lasting, homogeneous, and durable, possessing optical properties similar to tissue. Extensive work has been reported on the development of these types of phantoms, and several papers review the different materials and scattering agents that are available. Measurements from these phantoms should be highly repeatable so that any changes in the data can be attributed to changes in the system. At present, commercial companies exist that produce customized homogeneous phantoms with tissue-like optical properties in a wide range of sizes and materials. Two such phantoms have been purchased and tested on the NIRST-DBT system. One is a hard rectangular resin homogeneous phantom used for initial calibration and testing of the system. The second is made up of spectrally varying resin cut into slices so that the thickness of the phantom can be changed. In addition to five solid slices, an additional slice was drilled to create three different cylindrical inclusions of varying heights and diameters. This phantom is important in understanding the depth- and size-dependent effects on recovered hemoglobin concentration.
4.1.2. Anthropomorphic Phantoms

A second type of optical phantom, referred to as an anthropomorphic phantom, is intended to mimic the breast more closely both in physical shape and tissue composition. It is important to recover tissue chromophores in different concentrations, locations and sizes within a heterogeneous volume of material of similar scale to the breast when investigating a NIRST system’s ability. These phantoms assist in the optimization of data collection and image reconstruction for a given system. They are additionally helpful in determining which patient populations are most likely to benefit from the technique. As in system validation phantoms, durability and repeatability are important. However, maintaining a spectral absorption profile and absorber concentrations similar to those in the tissue of interest is paramount to success in developing an anthropomorphic phantom. To mimic the breast closely, the phantom should be composed of hemoglobin, water, and lipids in varying physiological concentrations, with central zones more similar to fibroglandular tissue and outer areas more representative of adipose tissue in concordance with the typical breast parenchymal pattern\textsuperscript{147}.

Early experiments describe breast-simulating phantoms constructed from hemoglobin, water, and intralipid\textsuperscript{148}. The intralipid is added not to mimic breast lipid content, but to create optical scattering. Thus, it is used in low concentrations by volume (~1%). These phantoms effectively emulate the tissue optical properties of oxy-hemoglobin, but they do not represent physiologically relevant water or lipid contents due to their low intralipid percentage\textsuperscript{149–151}. The final section of this chapter discusses a
novel phantom technique that incorporates water and lipids in physiologically relevant concentrations.

Phantom Calibration

4.1.3. Characterization of Reference Phantom

The earliest reconstructions involved the simplest possible case, a large homogeneous resin phantom. This involved matching slope of the log of the detector output versus the source detector distances to an expected absorption coefficient. In this case, an analytical fitting method was needed as there was no additional calibration phantom available. This phantom had been previously measured at the factory where it was made using a time-domain imaging system at a single wavelength that was also used in the NIRST-DBT system. The scattering coefficient was taken directly from the factory’s measurements. The calculated absorption on the NIRST-DBT system was 0.0094 mm$^{-1}$, while the measured absorption was 0.0107 mm$^{-1}$, a 12% error in the measurement. This phantom was used for initial characterization studies, but the absorption coefficients were quite high relative to actual breast tissue, so a second phantom with optical properties more similar to the breast was purchased for the reference calibrations and is described below.
Figure 40: A photograph of the large homogeneous resin phantom (left). Data showing the log of the amplitude of the detector response vs. the source detector distance (right). A line was fit to this graph and corresponded to an absorption coefficient 12% off from the measured value on a time-domain system.

4.1.4. Prior Calibration Methods

After early phantom measurements showed reasonable accuracy using analytical fitting methods, methods for calibrating phantom and human subject measurements were developed to minimize system artifacts in image reconstruction. After data is collected, it is calibrated in two steps. Data is first calibrated to adjust for the difference in detector sensitivities as described in Chapter 2. The second calibration step must fit the data to the model, and generate an initial guess. We account for small errors such as slight mischaracterization of source and detector positions, scratches in polycarbonate plates, and source strength by imaging a homogeneous reference phantom prior to patient imaging as described for other systems\textsuperscript{152,153}. Essentially, these methods fit a first-order approximation to the log of the intensity times the source detector distance vs. the source
detector distance, as shown for a phantom in Figure 41. According to both model and experiment, data presented this way are linear\(^{154}\). This is an intuitive way to present data from a system with many sources and detectors, such as the NIRST-DBT system. The slopes of these lines are equal to the attenuation coefficient at a particular wavelength. This is a reasonable approach to calibrate data to the model. Unfortunately, it also smoothenes the data, reducing image contrast, and tends to break down when the number of data points is severely limited\(^{155}\). Therefore, a new method was made to calibrate each individual data point to improve data fidelity and preserve contrast.

*Figure 41: Amplitude data from a patient shown for all wavelengths. The natural log of source-detector distance times intensity is linearly decreasing with source detector distance with the slope being \(\mu_a\) at that wavelength.*
4.1.5. Direct Data Calibration Techniques

Early calibration techniques relied on analytical photon fluence for cylindrical geometries\textsuperscript{13, 14}. However, the breast volume represented in the images in NIRST-DBT do not fit into such a simple model. Rather than calculate photon fluence directly, an alternative technique using the difference between the diffusion model and measured data on a known reference phantom is used in calibration.

\begin{center}
  \textbf{Figure 42: The main parts of the absolute calibration algorithm are illustrated schematically.}
\end{center}

This method is shown in Figure 42 with four steps: assigning the optical properties of the homogeneous reference phantom, calibrating the measured data, wavelength by wavelength reconstructions and generating the initial guess for reconstruction. The properties of the reference phantom must be measured or supplied, and once they are assigned, they can be used in future experiments. The phantom used here was purchased from a company and ordered to be similar to another smaller spectrally varying phantom that had previously been characterized on a broadband system. The phantom had been tested at two different wavelengths for absorption and
scattering coefficients. Using this information as well as the spectral measurements of
the smaller phantom, expected absorption and scattering coefficients for all wavelengths
measured on the NIRST-DBT system were calculated and written to a text file that is
referenced during the calibration process. In addition, this calibration phantom was
measured on a broadband system, yielding significantly different results for the scattering
coefficient as shown in Figure 43. At some wavelengths, the two have very similar
absorption profiles, but at others there is up to a 40% differences between the two. The
measured scattering using the broadband system is roughly half of the time domain
measurements. Absolute measurements on the broadband system were known to vary
depending on calibration procedures, so we opted to use the time domain measured and
fit absorption and scattering coefficients as the ‘truth’ for the calibration for our system.

![Figure 43: Absorption and reduced scattering coefficient vs. wavelength as derived for
all wavelengths from the time domain system measurements (shown in blue) as well as
from measurements on the broadband system (shown in red).](image)

Patient data (d_p) is calibrated absolutely with respect to measured data on the
homogeneous reference phantom (d_r) and simulated data from a tetrahedral finite element
mesh of the phantom with correct optical properties (f_r). Data (d_c) are calibrated by
\[ d_c = \frac{\log(f_r)}{\log(d_p)} \]

This corrects for errors that in the data acquired from the reference phantom and patient as well as fitting all the data to the model in one step. Maximum image contrast is preserved because there is no averaging for difference over sources; each data point is calibrated absolutely versus the difference between the reference and the model. Additionally, the absolute method is effective when the number of data points is limited.

### 4.1.6. Single Wavelength Reconstructions

The initial guess for reconstruction must be generated. Wavelength-by-wavelength calibration methods have been shown to be more robust for calibration than multi-wavelength methods\(^\text{158}\). Similarly to the slope-calibration method, we obtain \(\mu_a\) and \(\mu_s'\) at each wavelength and post fit them to the main absorbers’ extinction coefficients. Rather than using the slope of the data, we elect to use single-region reconstructions at each wavelength. This method fits the data to the model iteratively and can be used with only a handful of data points. The drawback is that these reconstructions also require an initial guess. However, since they are only calculating \(\mu_a\) in a single region, they are much less sensitive than the initial guess of multi-region spectral problems\(^\text{159}\). Initial guesses for absorption at each wavelength are calculated from an average breast case consisting of 10\(\mu\)M of both oxy- and deoxy-hemoglobin and 0.4 volume fractions of water and lipids. This initial guess works for the vast majority of cases, but is too far off from the actual value for convergence in some cases. In all of these cases, the initial
guess was too high; simply halving the initial guess led to convergence for all wavelengths in all patients.

Lastly, the data is post fitted to recover tissue chromophore concentrations for the initial guess of the spectral fit. An alternative method involving an additional single-region, multi-wavelength spectral reconstruction that applies the spectral constraints present in the full image reconstruction may be desirable, but adds additional time to the reconstruction. Obtaining an initial guess in this fashion means that the initial guess will be closer to the final values and minimizes the chances of the reconstruction falling into a local minimum\(^{160}\).

**Spectral Slice Phantom**

In order to successfully image breasts with suspected masses, it is necessary to know the capabilities of our NIRST-DBT system in terms of size, depth, and contrast resolution. Efforts to characterize these limits were performed using a custom-designed rectangular resin based phantom with a spectrally varying absorption profile.

### 4.1.7. Phantom Design

This phantom is comprised of four 1 cm slices as well as two 2 cm slices. One of the 2 cm slices has several cylindrical holes of different sizes machined into it, including a 1.5 cm diameter and 1.5 cm height for the largest hole, 1 cm x 1 cm for the medium-sized inclusion, and 0.7 cm x 0.7 cm for the smallest one. These slices can be arranged in any order, mimicking a lesion at four different depths and two different locations by rotating the asymmetrical hole layer. This phantom is comprised of a spectrally varying resin; the absorption and scattering coefficients have been quantified using both time
domain and broadband imaging as described in the prior section, Characterization of Reference Phantom. When only the homogeneous slices are included, the phantom is used as the reference calibration for patient exams. The experiments described below discuss the use of this phantom with the inclusion slice.

4.1.8. Procedure

Spectral slice phantom imaging closely mirrors procedures used in patient imaging in order to accurately assess the system’s capability to detect small tumors in large breasts. In the experiments described below, the phantom was measured using the NIRST-DBT system with a carefully fixed liquid volume pipetted in each small hole in the phantom, starting with the lowest hemoglobin concentration and sequentially testing up to the maximum. The phantom is shown in Figure 44. By fixing the volumes and position of the phantom, it was possible to minimize errors due to slight differences in volume and position so that the only source of variation was inter-depth position changes and source and detector hardware differences in strength and sensitivity respectively. The liquid in each inclusion was comprised of 1.15% intralipid to roughly match the scattering of the resin phantom, as well as carefully measured concentrations of porcine blood and water. The phantom slice containing the inclusions was not moved in between each contrast level but was of necessity moved between each depth level after all concentrations for a given level were measured, as prior experimentation without fixed volume and altered positions showed some data that were inconsistent with the contrast linearity trends as shown in Figure 44. The overall trends are linear with a single data point in each case appearing off the expected trend. In these experiments, the inclusions
were filled with a volume until they appeared full, and instead of keeping the depth constant while changing the contrast, the contrast was fixed while the phantom position was changed. Slight differences in positioning and volume may have caused inaccurate reconstructions. These graphs show the same experiment repeated twice for consistancy. Only four of the most stable wavelengths were used in the reconstruction, corresponding to wavelengths 660, 808, 830 and 852 nms, as other wavelengths were unstable, as shown in Figure 45. There are large variations in detector output between homogeneous and anomaly data sets, with up to 0.2 V difference near inclusions for the highest contrast levels. However, there is a pervasive +/-0.05 V difference for all data points at all contrast levels; this range was larger for 785 nm than the wavelengths selected for this experiment.

Figure 44: Photograph of the spectral slice phantom and early results from two separate phantom experiments using a single inclusion. The absorption coefficient for a single wavelength (785 nm) for the background (blue) and the inclusion (red) are shown for (15, 30, 45, 60, 75, 90 μM).
Figure 45: Graph of all data points collected for a contrast phantom experiment for 785 nm laser source. The x-axis shows all source-detector pairs plotted by distance, while the y-axis shows the difference between the homogeneous calibration phantom and the anomaly data set. The anomaly data sets were 90 (yellow), 75 (teal), 60 (magenta), 45 (black), 30 (green), 15 (red) μM Hb, each of which was measured twice.

Reconstructions were performed on a wavelength-by-wavelength basis because the resin phantom was not made up of tissue chromophores. The phantom meshes were highly refined in the inclusion regions, with a spacing of 0.8 mm for all inclusions and 2.5 mm for the remainder of the volume. The reference phantom in this case had a hemoglobin concentration of 15μM in the inclusions, as that most closely matched the absorption of the background. Hard priors reconstructions of four regions was performed: one for the background and one for each inclusion. Small regularization values were used to recover HbT for all the inclusions, as shown in Figure 46. This was possible
because noise levels were extremely low since the reference phantom was very similar to
the anomaly phantom, varying only in the area of the inclusion. At low regularizations,
noise can dominate and reduce the stability of the reconstruction. That did not happen in
these phantoms; chromophore recovery was quite stable even at very low regularization.
Smaller lesions require lower regularization values; in this case, $10^{-6}$ was necessary to
fully recover the smallest inclusion, while $10^{-4}$ could recover HbT in the largest inclusion.
Post fitting of the inclusion results was performed to obtain total hemoglobin levels.
Water and lipid content was not assessed due to non-physiological levels in the inclusions
and elimination of higher wavelengths due to lower stability.

Figure 46: Graph showing the dependence of inclusion size chromophore recovery on
regularization.
4.1.9. Depth-Dependent Contrast Recovery

Figure 47: Graphs depicting total hemoglobin recovery vs. actual hemoglobin concentration for the background using inclusions of different size at three different depths

Measurements of the slice phantom at several different depths showed linear contrast recovery of about 66% of the actual value on average. Linear recovery of hemoglobin concentration is noted for all levels with similar recovery at each concentration for all depths. The largest and medium-sized inclusions were consistently recovered in a linear fashion regardless of depth with similar HbT levels. There was slightly lower recovery of hemoglobin at the two deeper depths (38 uM vs. 34 uM) for the largest two inclusions. The smallest inclusion was recovered as well as the larger lesions for the shallowest depth. At the middle depth, recovery was variable and in the deepest depth, the overall recovery of the smallest inclusion was lower than for the middle and larger inclusion sizes. There are several potential causes for this. The
smallest inclusion is the most susceptible to recovery changes due to slight position shifts, as may have been the case for the consistent lower recovery seen in the deepest case. Additionally, as signal disturbances for an inclusion of this size are quite small, random fluctuations in source strength could easily augment or diminish the recovery in the smallest inclusion.

4.1.10. Inclusion Volume Mischaracterization

This phantom model is a reasonable surrogate for a tumor-bearing breast. As the NIRST imaging is coupled to DBT, it is important to understand the strengths and limitations of DBT in localizing tissue regions and the effects of spatial mischaracterization on the NIRST results. For example, DBT is a highly spatially resolved imaging technique, but the limited angle of rotation leads to poor z-resolution and partial volume averaging. Thus, it can be difficult to determine the extent of a lesion in the z-plane direction. To simulate this potential error in the model of the inclusion phantom, inclusions were extended by 50% of their volume in the z-direction, and also shrunk by 50% in the z-direction. In all cases, the average depth was the same. For a single depth, there were marked changes in the recovered contrast as a result of volume mischaracterization as shown in Figure 48. Average hemoglobin recovery for the highest concentration, 60μM, were 32, 38 and 53μM for the overestimated, true, and underestimated tissue volumes, respectively. With the exception of the smallest inclusion in the underestimated case, the three graphs are remarkably similar, except in their actual recovery of HbT. This is due to the constraints of hard priors, in which all nodes marked as part of a specific region will recover the same chromophore properties.
In the overestimation case, the inclusion included some of the background tissue, so the average content in the inclusion was a lower HbT, as the background possessed lower HbT. For the underestimation case, a tiny portion of the inclusions were mischaracterized as background. However, due to the large volume of background tissue, this small addition did not alter the recovered HbT in that region; instead, a larger amount of signal attenuation was attributed to a smaller inclusion region, leading to higher HbT recovery. As shown in the small inclusion, there are limitations to this. As inclusions become too small, their measurement sensitivity and importance during image reconstruction decreases and they may not recover a higher concentration when the size is underestimated.

Another potential segmentation scenario was tested involving mischaracterization of z-position. For this test, the correct volumes of the inclusions were used; however, the phantom model predicted that the lesions were 1cm deeper in the tissue than they actually were, as shown in Figure 49. The results for the correct model are found in Figure 47 and comparing the two, there is a decrease in recovered hemoglobin for two of the three lesions, with a 20% decrease in recovered HbT for the smallest lesion and a 10% decrease for the largest lesion. With the exception of the smallest inclusion in the shrunken case, which had fewer than 300 nodes in the mesh and was only 0.7 mm x 0.35 mm, there were no changes in the linearity or shape of the graphs. However, the actual recovered blood concentrations were altered by the changes in volume for the three cases. Thus, it appears that depth mischaracterization can decrease the recovered contrast, especially in small lesions.
Breast DBT segmentation for NIRST will benefit from these results, as accurate segmentation of tissue structures is vital to recovering the correct HbT. However, it is important to note that a phantom has distinct boundaries, whereas malignancies and benign tissue can have much more fluid boundaries. In DBT segmentation, the radiologist defines the boundaries of the ROI and past studies have shown that estimates based on mammography of tumor size are underestimated by 1 mm average when compared to pathological estimates along the largest diameter, with up to an 11 mm 95% confidence interval. Additionally, the composition of the surrounding tissue can affect the volume of can affect the estimated volume. The radiologist’s measurements are solely along the longest axis of the tumor, so total volume estimates are likely off by a considerably larger margin. It is particularly challenging to determine the extent of the tumor in the z direction when partial volume averaging can make the lesion appear
throughout nearly the entire thickness of the breast. However, Doppler ultrasound has shown that there are often regions of increased vascularity outside of the defined tumor area\textsuperscript{164}, so overestimation of the tumor boundaries may not lead to an overall decrease in hemoglobin recovery. Hence, although segmentation errors will occur in deciding the boundaries of an ROI, it is expected that in breast tissues the effects of such errors will be less than in phantoms due to the lack of rigid boundaries found in phantoms. Any volume overestimation error will result in an averaging of tissue that can lower contrast recovery if the surrounding region is not highly vascularized. Tumor volume underestimations can result in higher-than-expected tumor contrast if the region surrounding the tumor is large and not absorbing.

Figure 49: The effects of z-depth mischaracterization on phantom results are shown with the actual inclusions measured between 2 and 3 cm from the top of the phantom and modeled as between 3 and 4 cm from the top of the phantom.

The inclusions were highly refined in the mesh process and their volumes were much smaller than the background area. In order to be sure that no contrast was due to
the specialized meshing or small size of the inclusions, an additional inclusion was added to the model that did not exist during the experimental process. As expected, this region recovered hemoglobin levels very close to those of the background and did not vary with different hemoglobin concentrations. This indicates that it is unlikely that a false positive result would occur, i.e., that a region in a DBT image was labeled by a radiologist as benign and actually had no greater hemoglobin content would appear to have higher hemoglobin than the background.

![Figure 50: A section of the resin material was marked as a separate region for reconstruction. As expected, the recovery of hemoglobin was very similar to that of the background.](image)

4.1.11. Discussion

Imaging small inclusions only minimally alters signal levels at a few detectors. Reduction or elimination of noise sources are important in order to detect such signals. This type of experiment assists in diagnosing minor issues with system hardware and
reconstruction algorithms. Two particular issues were brought to light during the course of this experiment, one involving the pixel spacing in the DBT images and a second involving the source strength variation. As noted in Chapter 2, pixel spacing in the DBT images is not uniform. This was uncovered and fixed during extensive source and detector localization studies to ensure the phantom inclusions were correctly located in the imaging field. Keeping the phantom stable throughout the imaging process mitigated errors due to phantom positioning.

Earlier calibration showed source strength variation on the order of 0.5-4% depending on the laser diode. Unfortunately, when measuring small inclusions in a large phantom, changes in signal attenuation for the smallest inclusion at source and detector pairs near the inclusion can cause signal attenuation of only a few percent as well. For example, in case of the smallest inclusion measured here, a 3% difference in signal attenuation for the largest contrast level and the closest source detector pair between the measured and homogeneous case was detected. Thus, although source calibration seemed unimportant during initial system development, these phantom experiments highlight the importance of this step. In a repeatability experiment, the same inclusion phantom was measured seven times, without movement. Variation in the background, large, medium, and small inclusion were calculated to be 0.3, 4.7, 13.3 and 5.6% respectively. Thanks to the highly controlled nature of this phantom experiment, all sources of error are attributable to short-term shifts in source strength and detector sensitivity. In the large background region, there wasn’t a lot of change as small shifts are averaged over a large number of data points so random fluctuations can be smoothed out. However, for the inclusions, there was a much greater variation in the recovered
concentration because their measurement sensitivity is limited to a small number of sources and detectors. Hence, small shifts in source strength correspond to variation in recovered chromophore concentration, especially for smaller regions of interest. Unfortunately, it is not possible to retroactively obtain this information; instead, multiple scans of each phantom were taken to ensure measurement fidelity, a luxury not possible during patient scans. Future work will involve hardware improvements allowing real-time referencing of the source strength, facilitating an improved signal-to-noise ratio.

**Hemoglobin Phantoms**

Phantoms comprised of water, type 1 agarose, 20% intralipid (to recreate physiologically relevant scattering), and whole porcine blood were the earliest tests of chromophore and contrast recovery of the new NIRST-DBT system. These phantoms focused on recovery of oxy-hemoglobin, as inclusions created in the phantom had variable oxy-hemoglobin while the rest of the chromophores were unchanged across the study.

**4.1.12. Phantom Design**

Agarose-based phantoms were created using water, type 1 agarose, dilutions of 20% intralipid, and whole porcine blood. Two phantoms were created, both with 15 μM blood concentration mixed with 1% intralipid solution to mimic typical breast optical properties\(^{22}\). Each phantom was 6 cm in height, comparable to average compressed breast thickness during mammography\(^{29}\). The phantoms were comprised of two sections – the first being a 5 cm lower slab, and the second being a 1 cm thick upper slab (placed on top of the lower section). The two-section design facilitated the addition of internal
inclusions with different contrasts created by mixing intralipid with varying amounts of blood. System calibration was performed with a homogeneous phantom (i.e., upper and lower slabs with the same concentrations of blood and intralipid and no inclusions). Contrast detection was evaluated by embedding a localized region of heterogeneity in the lower section through the filling of a cylindrical hole 3 cm in diameter and 2 cm in height with solutions of 15, 30, and 45 μM blood mixed with 2% intralipid. A 1 cm thick homogeneous slab was placed on top of this lower section to complete the internal inclusion structure. True scattering values were extrapolated from prior optical property characterization studies and were used in the CW reconstruction algorithm.

4.1.13. Results

Figure 51: x-y cross-sectional views of the reconstructed HbT images for the (a) 1:1, (b) 2:1, and (c) 3:1 contrast phantoms. (d) Cut-away view of the FEM mesh showing the
background and inclusion regions. (e) Plot of recovered HbT contrast in the background (solid triangles) and inclusion region (solid circles) vs. actual HbT concentration in the background and inclusion. Linear fits show that the HbT concentration is nearly constant in the background and varies linearly in the inclusion as expected.

Hemoglobin recovery in the background was 70% of the actual 15 μM blood concentration as shown in Figure 51. This level is consistent with prior measurements of a resin optical phantom from INO and previously conducted research. Background values were similar across the three cases and had a standard deviation of 4.8% of the actual value. Recovered HbT values from the inclusion showed a linear relationship ($R^2=0.973$) with the actual hemoglobin concentration incorporated into the phantom. Average recovery in these cases was 87% of the true blood concentration.
Figure 52: Agar inclusion phantoms were made with dimensions (a) and imaged in the DBT system (b) as well as with the NIRST components. Hemoglobin levels were recovered in two region (lower right) and compared to actual (upper right). (c) Diffuse reconstructions for three different cross sectional views, x-y (left), x-z (upper right) and y-z (lower right). Top plot depicts inclusion location, second is the negative contrast (0.5:1) and on the bottom is positive (4:1) inclusion to background. (d) The recovered total hemoglobin levels for different inclusion to background contrasts. The blue dots show recovery in the background region while the red dots show recovery in the inclusion.

Additional studies using a larger number of concentrations (7.5, 15, 30, 45, 60 μM) of blood have obtained similar linearity results and good localization of the inclusion for diffuse reconstructions, indicating that source and detector locations as determined from the DBT image and NIRST calibration are reasonably accurate. They are shown in Figure 52. Also, localization of the inclusion to the upper half in the z-plane for the lowest concentration indicates some sensitivity to depth; this did not hold for the high concentration, likely due to liquid penetration of the agar-based phantom towards the end of the imaging session. This z-resolution was examined extensively in the resin-based phantom experiments.

Water and Lipid Anthropomorphic Phantoms

Development of physiologically relevant water and lipid phantoms is especially important for evaluating NIR imaging systems that incorporate wavelengths above 900 nm\textsuperscript{36,68,168}, where absorption by these chromophores is more significant than at lower
wavelengths where the hemoglobin absorption dominates. Water and lipids are not only the main absorbers at longer optical wavelengths; they also comprise the bulk of breast tissue volume. Accordingly, several groups have described the development of water and lipid phantoms. For example, Merritt et al.\textsuperscript{169} correlated a series of water and lipid fractions with MRI and diffuse optical tomography. Nachabé et al.\textsuperscript{170} analyzed water and lipid contents at higher wavelengths. Most recently, Quarto et al.\textsuperscript{171} characterized several recipes for phantoms comprised of water and lipids with three different emulsification agents.

Here, a robust method is reported for creating semi-solid phantoms with physiologically relevant water and lipid volume fractions that have sufficient structural integrity to stand alone. The free-standing character of these phantoms eliminates the confounding effects of light channeling from a housing container\textsuperscript{145}, and allows anthropomorphic breast shapes and sizes to be created. The breast is typically comprised of about 81\% adipose tissue on average\textsuperscript{172}, and although adipose tissue is not 100\% lipids, it does have a lipid fraction up to 85\%\textsuperscript{173}; hence, the most accurate breast phantoms should have high lipid content. Here, we investigate the creation of phantoms with lipid contents over 70\% in a free-form geometry. A major focus is the systematic examination of emulsifiers to provide the physical scaffolding necessary to create anthropomorphic freestanding phantom structures. Combining water and lipid-based phantoms with hemoglobin is also important. Thus, ease of creation, durability, reproducibility, cost, and accessibility of materials are additional factors that serve as driving forces for the development of this new optical breast tissue phantom.
4.1.14. Composition

The most effective phantom recipe was found by testing different combinations of lipid, emulsifier, and water. Water was mixed with butter, margarine, olive oil, canola (rapeseed) oil, Crisco© (vegetable oil), and lard. For each of these combinations, a different emulsifier was used: guar gum, soy lecithin, and borax (sodium borate). These emulsification agents were selected because they are ubiquitous, inexpensive, and non-toxic. The components were mixed using a common blender. The liquid mixture was then poured into a small plastic container and refrigerated overnight. Different ratios of fat-to-water phantoms were created: 30:70; 40:60; 50:50; 60:40 and 70:30, and tested with different concentrations of emulsifiers. These phantoms were then inspected for their malleability and homogeneity. The purpose of this was to ensure that semi-solid models could be constructed from a wide range of water and lipid combinations that simulate actual breast tissue.

To determine how the different emulsification agents altered the optical absorption characteristics of the water and lipid combinations, they were mixed separately with liquid (heated) Crisco© and water, and imaged in a spectrophotometer from 600-1000 nm.

4.1.15. Procedure

After experimenting with a number of lipids and emulsifying agents, lard and guar gum were selected and used in all of the following studies. Combinations of 15:85, 25:75, 30:70, 65:35, 60:40, 50:50 by volume of water:lipids (and vice versa) were measured. Initial work (not shown) involved mixtures closer to 50:50 in content. After
satisfactory results were obtained in these cases, phantoms were created that had more extreme water and lipid fractions. Additionally, several identical phantoms were constructed using the same procedure to test the repeatability of the procedure, and some phantoms were imaged longitudinally to assess their longevity at time points separated by two weeks, during which the phantom was stored in a dark refrigerator between imaging sessions. The procedure for creating these phantoms is illustrated in Figure 53.

![Phantom Creation Process](image)

**Figure 53:** The phantom creation process for lard, blood, guar gum mixture.

First, lard was heated until melted (38°C +/- 2°C), and then it was added to a mixture of water and 3% guar gum by weight. A handheld automated mixer was immediately used to stir the ingredients at low and then medium speed settings. This mixture was then poured into containers that were covered in plastic wrap. The phantoms were refrigerated overnight to solidify before being tested with a diffuse optical
spectroscopic imaging (DOSI) system\textsuperscript{22}. In many cases, these phantoms were imaged the following day with no additional modifications; however, for thicker and larger phantoms, manual mixing using a handheld potato masher was required. Each measurement takes approximately two seconds, and the phantoms were measured multiple times at different locations to assess heterogeneity. All scans were performed at room temperature.

4.1.15.1. Fully Anthropomorphic Phantoms

To create a more anthropomorphic phantom, different components were designed to represent fat, fibroglandular tissue, and tumor, with the first two layers incorporated into a breast shape mold. Porcine blood was added to phosphate buffered saline (PBS) to introduce hemoglobin content. Once the lard was melted, guar gum was added to the blood mixture, and immediately afterwards, lard was added while mixing with handheld beaters. The tumor inclusion was formed in a 115 mL container with 80:20 water:lipid ratio and 3\% by weight guar gum with 30 uM Hb. To construct the layer representing fibroglandular tissue, a 70:30 water:lipid phantom with 3\% by weight guar gum and 20uM Hb was made, with a total volume of 1400 mL. The thickness of this layer was approximately 4.5 cm. To form the layer that represented fat, a 30:70 water:lipid 1.3 cm thick phantom of 360 mL total volume was made with 3\% by weight guar gum and 10uM Hb. All of the phantoms were refrigerated after mixing. In the case of an anthropomorphic phantom, the remixing step was not necessary because the layers of different compositions were thinner than in the water and lipid-only phantoms. Some mixing was performed in the process of adding the tumor inclusion to the fibroglandular
layer as some of the fibroglandular material was removed so that the tumor region could be added.

An anthropomorphic breast-shaped phantom with three distinct tissue regions was imaged in a grid pattern similar to the one used for patient imaging with the DOSI system\textsuperscript{174}. The grid pattern consisted of 36 measurement points, each separated by 1 cm in x and y directions and spanning 5 cm x 5 cm across the phantom. First, just the fibroglandular-like tissue layer was imaged, then a section 2 cm in depth and diameter was removed from the phantom and replaced with the tumor-like material. The entire phantom was reimaged with measurements acquired from the same positions. Lastly, a layer of adipose simulating tissue was placed on top of the fibroglandular/tumor layer and the grid pattern of images was repeated.

4.1.15.2. The Imaging System

Measurements were obtained on a diffuse optical spectroscopic imaging (DOSI) system, currently on loan from the University of California at Irvine as part of a multi-center clinical trial\textsuperscript{49,175}. This system possesses both frequency domain and continuous imaging capabilities, which characterize reduced scattering coefficient and absorption across the NIR spectral bandwidth (650 nm-1000 nm). The frequency domain components use six distinct wavelengths from 650-850 nm, sweeping through modulation frequencies from 50-600 MHz with light detected via avalanche photodiodes. The continuous wave portion of the DOSI data samples the tissue at 1024 wavelengths between 580 nm and 1020 nm spaced about 0.5 nm apart using a broadband white light source and a CCD spectrophotometer. Measurements obtained with this system are
reported to be accurate to 0.0006 mm\(^{-1}\) for the absorption coefficient and 0.03 mm\(^{-1}\) for the reduced scattering coefficient\(^6\). For the absorption and scattering properties of the phantoms studied here, this accuracy is equal to an error of about 5\% in these parameters.

The sample interface is a handheld probe with a fixed-source detector separation of 28 mm. A series of phantom measurements were recorded for calibration prior to sample measurements\(^7\). For initial experiments, the measurement probe was placed directly on the phantom surface and cleaned after each measurement. Later phantoms were wrapped in a very thin layer of plastic to prevent direct contact with the handheld imaging probe. Comparisons of measurements in phantoms with direct contact versus plastic covering showed negligible differences.

4.1.15.3. Data Reconstruction

A power law fit of the data for the reduced scattering coefficients measured at selected wavelengths defines the scattering properties across the measured range. Chromophore concentrations were calculated using the Beer-Lambert law for the measured absorption coefficients. Molar extinction values for hemoglobin, deoxy-hemoglobin, water, and lipids\(^8\) were used in this process. Water and lipid fractions were constrained to 100\%, and hemoglobin absorption was not considered for the phantoms composed exclusively of water, lard, and emulsifier, but was included for the anthropomorphic phantoms containing porcine blood.
4.1.16. Results

4.1.16.1. Creation of Optimal Phantoms

In creating semi-solid phantoms consisting of water and lipids, lipid and emulsifying agents were tested across a range of physiologically relevant water-to-lipid ratios (30:70-70:30) as shown in Figure 54(a). The amount of emulsifying agent was kept constant for a given volume of phantom to ensure that its effect on optical properties would not vary across different phantom concentrations. As expected, phantoms comprised mostly of water were more gelatinous than phantoms comprised mostly of lipids.
Figure 54: (a) Several early phantom creations comprised of 70% lipid and 30% water. The fats were butter, olive oil, Crisco© and canola oil (left to right). The first and third phantoms included guar gum as the emulsifier while the second and fourth utilized soy lecithin. (b) The chemical formula for guar gum\textsuperscript{180}. (c) Data from the DOSI imaging system for a mostly lipid (left) and mostly water (right) phantom. The top graph shows the scattering data and fits, while the bottom graph shows the absorption results. Specific peaks for lipids and water can be discerned above 900 nm.

When guar gum was used, all phantoms were semi-solid and visually homogeneous. Additionally, guar gum had the lowest signal attenuation in spectrophotometry measurements in the NIR regime of any of the emulsifying agents presented here. Thus, it appeared to be the most viable emulsifier for water and lipid phantoms. Several lipid-dominant materials underwent spectrophotometry analysis in the near infrared range and Crisco© (vegetable oil) and lard (porcine fat) matched published absorption spectra\textsuperscript{178,181}. Ultimately, lard was selected for the phantoms as the types and percentages of fatty acid were more similar to the breast in the animal fat than the vegetable oil\textsuperscript{182}. Despite the addition of an emulsification agent to these phantoms, water and lipid peaks were clearly discernable as shown in Figure 54(c). The lipid absorption peak is evident in the left graph as a sharp rise around 930 nm, while the water absorption, highlighted in the right graph, has a broad peak above 950 nm that extends to almost 1000 nm. The average scattering amplitude of 0.66 $10^{-3}$ m$^{-1}$ and average scattering power of 0.42 of the lard-based phantom are on the low end of values found in human subjects\textsuperscript{59}. 
4.1.16.2. Contrast Sensitivity

Linear contrast recovery of water and lipids was found when measuring several water: lipid ratios from 15:85 to 85:15, roughly the physiologic limits for the macroscopic tissues probed by diffuse optical techniques\textsuperscript{173}. These results are shown in Figure 55 with an $R^2$ of 0.998 for the linear fit. Each phantom was measured at ten distinct locations and the mean standard deviation of these measurements was 3.5%. However, as noted by other groups,\textsuperscript{169,171} lipid content is overestimated, especially for high lipid ratios. Visual inspection of these phantoms showed a color gradient as observed in the photograph in Figure 56, and measurements along the side of this phantom demonstrate a decrease in lipid content from the top to the bottom. These phantoms were subsequently remixed manually, and then re-measured. The recovered water and lipid content were again linear with an $R^2$ of 0.96, but with recovered values within 2.5% of their actual values on average as shown by the dashed line in Figure 56. They maintained homogeneity as well with an average standard deviation of 4.1%. The phantom constituents do not separate after manual remixing as long as the phantoms, once fully formed, are maintained at room temperature or colder, so only a single remixing step is required.
Figure 55: Graphs of measured water (left) and lipid (right) fractions with (round) data points and standard deviations based on ten measurements from the top of the phantoms. The dotted line is a linear fit for the phantoms with the higher water content before mixing, exhibiting good linearity. The X-shaped data points and corresponding dashed linear fit for the high lipid content phantoms were obtained after their materials were manually mixed. The solid line depicts the actual water or lipid content.

4.1.16.3. Reproducibility

In order to test the reproducibility of the phantom creation process, three phantoms comprised of the same volume of water, lard, and guar gum were fabricated. Each phantom was created by independently following the steps shown in Figure 53, but all three used ingredients from the same containers and were made by the same individual. The results of this study are shown in Figure 56(c). The recovered lipid contents were 60.7%, 59.7%, and 65.0% for the three samples, and had intra-phantom standard deviations of 1.97%, 1.60% and 4.72%, respectively, and an inter-phantom standard deviation of 3.81%.
Figure 56: (a) Photograph showing visible differences between the top (left) and bottom (right) of the phantom. (b) Corresponding depth-dependent measurements confirming the greater presence of lipids at the top of the phantom and higher water at the bottom of the phantom. (c) Repeatability of the phantom creation process in three independently-constructed phantoms with the same water and lipid ratio, each measured five times.

4.1.16.4. Durability

Phantoms were evaluated at several time points after initial creation. Because of the need for cooling, no phantoms were tested without at least four hours of refrigeration. Three phantoms with 15:85, 25:75, and 35:65 water:lipid contents were tested after two weeks of refrigeration. At the time of creation, the recovered lipid content was 87.9%, 72.1%, and 65.8%, respectively. Two weeks later the values were 87.3%, 79.7%, and 64.3%, respectively. After an additional week of refrigeration, some phantoms developed mold, indicating that with proper refrigeration these phantoms may last for several weeks.
4.1.16.5. *Anthropomorphic Test Case*

The average water content of the fibroglandular simulating layer was measured as 54.9%, 72.8% for the tumor layer prior to insertion in the multi-layer phantom, and 29.5% for the adipose layer. As shown in Figure 57, the tumor inclusion was recovered with 16% greater water content when compared to the fibroglandular region. The actual tumor water content was 10% greater than its fibroglandular counterpart. The adipose region was recovered with a water content within 0.5% of the actual amount. After the tumor region was included in the phantom, measurements in that area showed higher water content and lower lipid content than the surrounding measurement points. Additionally, after the adipose layer was placed on top of the other two, measured water content decreased and lipid content increased as expected. Hemoglobin recovery was 33.2μM, 25.5μM and 8.2μM for the tumor, fibroglandular, and adipose regions, respectively, relative to the actual amount of hemoglobin added of 30μM, 20μM and 10μM Hb in each of the three tissue types.
Figure 57: (a) Schematic of a free-standing three-compartment phantom and the grid pattern used to assess its optical properties. A given phantom was evaluated at 36 locations on a 1 cm grid pattern as shown. Interpolated results across the 5 cm x 5 cm grid of individual measurements of optical properties are shown for water in (b) and lipids in (c) in the fibroglandular, tumor and adipose regions. In the top row, the fibroglandular-simulating phantom was measured alone. The middle row depicts results when a tumor-like inclusion of ~2 cm diameter was added near 20-40 mm in x and 60 mm in y directions. In the bottom row, measurement data are shown when a uniform adipose simulating layer was added on top of the fibroglandular and tumor phantom. (d) Photographs of the phantom regions.
4.1.17. Discussion

After testing several types of emulsification agents and lipids, guar gum and lard were selected as the ideal constituents for creating breast-mimicking phantoms. Lard was preferable as animal fat is more similar to the adipose content in human tissue than vegetable oil-based products. However, the percent of different types of fatty acids contained in the lard can change depending on the animal’s diet and the part of the animal from which the fat was contributed\textsuperscript{183}. Regardless, changes in the near-infrared absorption due to different fatty acid composition are very small\textsuperscript{182}, indicating that both Crisco© and lard could be used depending on their availability. To minimize the effects of impurities, all samples produced on a given day were constructed from the same batch of melted lard.

Guar gum showed the lowest absorption in spectrophotometry studies and had the greatest thickening power and homogeneity in phantom formation – characteristics which can be understood from its molecular structure. Guar gum is a high molecular weight polysaccharide comprised of highly branched galactose and mannose units\textsuperscript{180}. The chemical formula for guar gum is shown in Figure 54(b). Additionally, examinations of the absorption spectra of phantoms composed of water, lipids, and emulsifier exhibited easily discernable peaks for their water and lipid constituents as shown in Figure 54(c), and accurate chromophore recovery occurred as demonstrated in Figure 56.

Water and lipids do not mix spontaneously, but vigorous mixing can create an emulsion, although the two will separate shortly thereafter. The large size and abundance of branches and hydroxyl groups on the guar gum creates bonds that decrease molecular movement after mixing, thus creating a stable emulsion that is thickened and more solid.
than the liquid components. Lastly, cooling after mixing further inhibits separation of water and lipids and enhances the solidity of the phantom. The final product is moldable, and retains its shape after application of minimal pressure.

This process is not infallible as some separation of lipid and water may occur as the phantom begins to solidify, causing the linear concentration gradients shown in Figure 56. The effect is a result of the time delay between the mixing and solidification of the phantom. Procedures exist to mitigate these effects. One method is post-refrigeration manual mixing, which was very successful as shown in the data and dashed line in Figure 55, and significantly improved the accuracy of the water and lipid quantification of the mixed material when compared to the same measurements of the unmixed material. Mixing techniques can have an impact on the final phantom outcome. Manual mixing involves slow, gentle compression of the materials at room temperature by hand for a few minutes (the amount of time can vary depending on the size of the phantom). It should not be mixed at high speed as blending the solid phantom may introduce air bubbles that would alter the desired optical properties. When different individuals mixed the same phantom, average differences in measured water and lipid content were less than 5%.

Other potential steps include minimizing the height of the phantom, mixing the heated lipids with cold water to decrease the time to solidification, or cooling the mixture more quickly. The first strategy was successful when making the thin adipose layer; the other approaches were not investigated in this study, but would likely improve results in future phantom experiments.
These phantoms possess intrinsic scattering properties resulting from their water and lipid interfaces, which change with concentration. Specifically, higher fat content leads to greater scattering. This behavior is opposite from the scattering found in breast tissue, possibly because tissue water is mostly found within cells that also possess a number of light scattering organelles, whereas these phantoms are comprised of pure water with no additional scatterers. Differences in scattering and absorption are accounted for in the frequency domain instrumentation.

Despite this water-lipid separation issue, creating durable, homogeneous, repeatable semi-solid phantoms across a broad range of water-to-lipid ratios with easily accessible ingredients and tools was demonstrated. Inter- and intra-phantom variability was less than 5%. The phantoms do not break and can be remolded into different shapes as needed, unlike agar or gelatin materials that often crack. They can be compressed with manual force (more easily for higher water content but possible at all compositions), unlike hard resin phantoms. Phantoms measured two weeks after creation exhibited water and lipid contents within 5% of their originally-measured concentrations. The semi-solid consistency eliminates the complexities of imaging phantoms within containers where light channeling may occur. These phantoms were inexpensive to construct, costing less than $5.00 per 700mL of phantom material, and all of the ingredients and equipment could be purchased at a local grocery store.

An anthropomorphic breast-shaped phantom with three distinct tissue regions was studied as a test case. It contains the three main light absorbers in the NIR – hemoglobin, water, and lipid – and possesses intrinsic scattering properties, albeit on the lower end of what is expected for a human breast because its materials do not contain human cells or
organelles. Because the melting point of lard is well below the temperature of hemoglobin denaturation, blood can easily be incorporated into this phantom.\textsuperscript{184} Adding hemoglobin to the water and lipid phantoms did not substantially alter the water and lipid fractions. Fat content was overestimated in the fibroglandular and tumor phantom sections by about 15\% and 8\%, respectively, likely due to the thickness of these compartments (post-refrigeration mixing was not performed in this case), but was less than 1\% in error in the adipose layer. The tumor can be localized when added to the fibroglandular background as shown in Figure 57. This example demonstrates the feasibility of producing physiologically relevant NIR phantoms comprised mainly of water, lipid, and blood which have sufficient structural integrity to be used without any other supporting containers or fixtures.

Given the positive characteristics of these phantoms, several areas of research could benefit from their construction. For example, these phantoms can be used for evaluating imaging systems that obtain limited spectral information above 900 nm in order to understand their sensitivity to water and lipid contrast. Alternatively, a multi-compartment phantom model of different tissue types can be used to test region-based reconstructions for tomographic imaging systems as well as to assess signal-to-noise characteristics in an optically heterogeneous environment. The semi-solid character of these phantoms is useful for testing the effects of different breast shapes and sizes on patient interfaces and at tissue boundaries. Use of these phantoms, which closely mimic tissue optical properties, can provide information to help optimize imaging system development and determine which patients can be successfully imaged on those systems.
These phantoms should be used to assess the capabilities of the NIRST-DBT system to characterize water and lipid content in the near future.

**Conclusions**

Calibration phantoms are essential for clinical imaging. Reference phantom measurements and calibration procedures can correct for variations in source strengths, detector sensitivities, and positioning for every data point measured. This chapter focuses on a new method to calibrate NIRST data with respect to a known, absolute reference phantom, takes advantage of DBT spatial prior information, and generates an initial guess that works for both phantom and patient imaging. This chapter described results from three different phantom experiments in addition to the earliest system tests to examine the ability to accurately recover hemoglobin, water, and lipids as well as test the limits of recovery in terms of size, depth, and contrast. Using a spectrally varying phantom, with small inclusions positioned at different depths and varying concentrations of hemoglobin, it was possible to detect increases in hemoglobin in the smallest inclusion, 7 mm in size. Additionally, tests on the effects of volume mischaracterization improve understanding of the possible effects of similar mischaracterization of DBT ROIs, which is likely given the limitations of DBT image segmentation. Lastly, examination of a fake inclusion in phantoms is similar to benign ROIs during patient studies.

Phantom tests to assess chromophore recovery were performed to determine if hemoglobin changes could be detected. This experiment involved a larger inclusion and showed excellent linear recovery of HbT, with an $r^2$ value greater than 0.99. This is strong
evidence that hemoglobin recovery in the NIRST-DBT will be possible for patients. However, these phantoms did not possess physiologically relevant water and lipid concentrations so the ability to quantify these qualities was not tested. We set out to develop a fully anthropomorphic phantom, with appropriate water and lipid content, that could be varied along the range expected for breast tissues in order to assess NIRST-DBT water and lipid recovery. Breast-mimicking tissue optical phantoms with sufficient structural integrity to be deployed as stand-alone imaging targets were developed and successfully constructed with biologically relevant concentrations of water, lipid, and blood. The results show excellent material homogeneity and reproducibility with inter- and intra-phantom variability of 3.5% and 3.8%, respectively, for water and lipid concentrations ranging from 15% to 85%. The phantoms were long lasting, and exhibited water and lipid fractions that were consistent to within 5% of their original content when measured two weeks after creation. A breast-shaped three-compartment model of adipose, fibroglandular, and malignant tissues was created with water content ranging from 30% for the adipose simulant to 80% for the tumor. Mean measured water content ranged from 30% in simulated adipose to 73% in simulated tumor, with the higher water localized to the tumor-like material. This novel heterogeneous phantom design is comprised of physiologically relevant concentrations of the major optical absorbers in the breast in the near infrared wavelengths that should significantly improve imaging system characterization and optimization because the materials have stand-alone structural integrity and can be readily molded into the sizes and shapes of tissues needed for clinical breast imaging.
Phantoms are crucial to understanding the potential as well as the limitations of the new NIRST-DBT system. The small inclusion phantoms demonstrate that the source strength variation is an important factor that should be taken into consideration to improve recovery of small breast lesions. Hardware improvements will be included in the next generation prototype to address this issue. Specifically, a continuous, real-time detection of the source strength will be added. This can be accomplished by redirecting a fraction of the source light via a fiber delivered to a single isolated photodiode for simultaneous measurements with each source-detector measurement. This can be used to normalize the detector outputs and reduce system noise. Additionally, although the water and fat phantoms have not yet been tested on the NIRST-DBT system, it would be easy to do, now that the procedure has been developed and tested; this would improve the understanding of the quantification of these tissue chromophores and should be performed as soon as possible, as well as after any major changes to the system geometry or components.
Chapter 5: Methods for Combined NIRST-DBT

Introduction

In this section, the exact methods for image acquisition and combining of the NIRST-DBT data sets is outlined. The approach to this is complicated by a lack of established methods for doing this type of hybrid imaging, but the process has required an iterative approach to validation with phantoms, people and simulations with a careful study of signal quality and how this impacts the images. When calibrating and testing the system, phantoms can provide an approximate representation of the optical and material properties of living tissue, and can be imaged repeatedly, making them ideal for testing algorithms and optimizing system performance. Also though, for emerging imaging techniques, a complete understanding of performance characteristics and assessment of clinical utility requires imaging healthy volunteers and women with breast lesions. Imaging healthy volunteers is the first step and can be used to test imaging systems and algorithms and gain an understanding of normal tissue properties before imaging abnormal or malignant tissue or women recommended for biopsy. The calibration phantom is not especially similar to the actual human tissue data; in human tissue, there can be some low-quality data points due to poor shielding or breast coverage. Additionally, tissue heterogeneity and edge effects near the breast boundaries are present and may not be accounted for accurately in phantom imaging. The major drawback of imaging healthy volunteers is that the true optical properties are unknown and results can only be compared against the literature. However, coupling healthy volunteer studies with phantom imaging studies can give a complete assessment of an imaging technique.
While building this new NIRST-DBT imaging platform, extensive software developments were necessary to obtain data from the hardware components, visualize the data, and drop data points that do not adequately represent tissue light transmission. This chapter describes human subject exam imaging procedures, data collection, and real-time monitoring during the examination procedure. Additionally, as this system possesses an unusually large number of light sources and detectors, novel methods for data visualization are developed to better understand and troubleshoot hardware issues. Lastly, this chapter discusses useful techniques for automatic data dropping with uniform data selection steps for all patients.

Exam Workflow

Each patient exam flows in a different way, but there are procedures in place to guide the exam to ensure a smooth and fast process for the patient and imaging team. Committee for Protection of Human Subjects (CPHS) approval has been obtained for all exam procedures involving NIRST-DBT and DOSI imaging systems. Currently, these are two separate studies and patients have been enrolled in NIRST-DBT alone as well as NIRST-DBT and DOSI exams. The first step in all exams is to obtain patient informed consent; this is always achieved prior to the date of imaging or at the start of the exam itself. This process typically takes ten to twenty minutes depending on the patient’s familiarity level with the consent form and comfort with the proposed study plan.
5.1.1. NIRST-DBT

NIRST-DBT examinations run between twenty and forty minutes depending on the ease of patient positioning, and are comprised of four NIRST scans as well as two or four DBT scans depending on the study arm.

![Diagram of NIRST-DBT workflow](image)

**Figure 58:** The workflow and patient positioning of a human subject NIRST-DBT exam. Photographs proceed in sequence from left to right, showing how the breast is positioned and the light shielding mechanisms are used during the exam. The procedure on top describes exam workflow for a single view. Each exam consists of four views, the steps of which are described on the lower series.

After obtaining consent, the patient is positioned for NIRST imaging. The first set of images is taken in the craniocaudal (CC) position, while the second set is taken in mediolateral oblique (MLO) of the same breast or CC of the contralateral breast for some women in the biopsy cohort. The breast technologist positions the patient at an appropriate low-compression level based on patient feedback. Next, the light blocking
breast shroud is brought into contact with the breast to block light from unexposed
detectors. A black cape is affixed at the nape of the subject’s neck to protect the patient’s
eyes from laser light and to prevent ambient light from hitting the detectors. After the
NIRST scan is completed, the cape and shroud are removed, followed by the detector
panel itself. Then, a DBT scan is obtained. For healthy subjects, NIRST scans are taken
at two compression levels prior to the DBT scan. For biopsy patients, there are two DBT
scans obtained for each view, one at uncompressed and one at compressed breast
thickness. For such cases, the detector panel, shroud, and cape are replaced after the first
DBT scan while the patient is maintained in the same position by the breast technologist.
Then, compression is increased and another set of NIRST and DBT images are collected.

After NIRST and DBT images are obtained for a single view in both the
compressed and uncompressed cases, the patient is released from the machine. During
this break, several health-related inquiries are made including the patient’s height, age,
weight, bra cup size, and menopause status. When two NIRST examiners are present,
one can replace the NIRST panel, shroud, and cape while a second speaks with the
patient. For healthy subjects, the right breast was imaged in most cases, with three
women imaged bilaterally. Then, a second set of compressed NIRST and DBT images
are obtained in the second view. As the detector panel can only be removed to the left of
the patient, it could be challenging to remove the panel during left MLO imaging; thus,
for some women of the biopsy cohort with left-sided lesions, CC images of the
contralateral breast were obtained instead of left MLO.

DBT imaging protocols used a look up table technique chart to determine the
correct kVp and mAs settings for patients. This look up table was developed for the
specific Hologic DBT research unit used in the study prior to modification for NIRST imaging and is included in the appendix. However, in many patients, detector saturation artifacts were apparent in the images, necessitating modifications to the original technique chart. These bar artifacts are due to differences in preamplification gains among the different blocks of pixels in the detector\textsuperscript{185}. Pixels are grouped together in blocks for readout, and differences in gains among the blocks can appear as bars on the image, particularly in areas of very low or high exposure. Normally, differences in gains are small and are normalized with respect to each other in a well-calibrated system to yield a uniform image. However, when these differences are significant, the blocks of pixels appear inhomogeneous. Ongoing efforts to modify the technique chart to account for the inclusion of an additional polycarbonate layer in the X-ray path are hampered by the inability to reconstruct the patient images on the acquisition console. Reconstructions take place after all DBT images have been obtained for a given patient.

### 5.1.2. DOSI

The NIRST-DBT system possesses CW imaging capabilities only. It can be a successful imaging modality on its own, but it is important to estimate scattering properties in normal and diseased breasts for a number of cases in order to compare the effects of using the true, measured scattering with some other estimation of optical scattering. Measurements were obtained on a diffuse optical spectroscopic imaging (DOSI) system, currently on loan from the University of California at Irvine as part of a multi-center clinical trial\textsuperscript{19,175} (shown in Figure 59). This system possesses both frequency domain and continuous imaging capabilities, which characterize reduced
scattering coefficient and absorption across the NIR spectral bandwidth (650 nm-1000 nm). The frequency domain components use six distinct wavelengths from 650-850 nm, sweeping through modulation frequencies from 50-600 MHz with light detected via avalanche photodiodes. The continuous wave portion of the DOSI data samples the tissue at 1024 wavelengths between 580 nm and 1020 nm spaced about 0.5 nm apart using a broadband white light source and a CCD spectrophotometer. Measurements obtained with this system are reported to be accurate to 0.0006 mm\(^{-1}\) for the absorption coefficient and 0.03 mm\(^{-1}\) for the reduced scattering coefficient\(^{64}\). For the absorption and scattering properties of the phantoms studied here, this accuracy is equal to an error of about 5% in these parameters.

A power law fit of the data for the reduced scattering coefficients measured at selected wavelengths defines the scattering properties across the measured range. Chromophore concentrations are calculated using the Beer-Lambert law for the measured absorption coefficients. Molar extinction values for hemoglobin, deoxy-hemoglobin, water, and lipids\(^{177-179}\) are used in this process.
The sample interface is a handheld probe with a fixed-source detector separation of 28 mm. A series of phantom measurements were recorded for calibration prior to sample measurements\textsuperscript{176}. For this exam, the patient sits or reclines in a chair while the reflectance probe is gently placed on the breast surface. Instead of measuring at 1 cm intervals over a large grid as is performed in neoadjuvant chemotherapy studies, twenty measurements are taken as shown in Figure 59(c); four measurements are taken in a square pattern in each quadrant, as well as four interquadrant measurements. This process takes about ten minutes and all data points are analyzed and averaged to obtain a bulk tissue scattering estimate that can be used during NIRST-DBT reconstruction.
Region-based estimations of optical scattering are not possible due to the large differences in patient positioning and geometry between the two imaging modalities.

**LABVIEW Interface**

Exam options and real-time monitoring tools are integrated into the hardware controlling LABVIEW software, as shown in Figure 60. The user interacts with two tabs, one for equalization and one for the scan itself. The equalization procedures set the attenuator for the breast scan. The breast scan can be performed in different geometries depending on breast size. Ultimately, the user must read the compression paddle height off the system, provide a filename, and select the source geometry while every other aspect of the scan is automated by the LABVIEW software. This makes it possible for new system operators to perform NIRST-DBT scans with limited engineering knowledge and short training time.

![LABVIEW Interface Screenshots](image)

*Figure 60: LABVIEW screenshots during the equalization phase (left) and during the actual scan (right). Equalization shows the light output for a single detector with an unchanging source.*
5.1.3. Setting Source Strength

For patient imaging, attenuator settings must be determined such that optimal light levels are incident upon the detectors. After the patient is positioned and the compression paddle height is obtained from the system, a single laser shines at a central point near the chest wall and the output from the nearest detector is recorded. The light level is attenuated at small intervals until the detector output is below a certain level (3V was the experimentally-derived optimal output for most patients). This attenuator setting is maintained and saved to a header file during the full light scan. After the equalization step, the scan is taken. The user can select from three different source scanning patterns, depending on breast size. The entire scan typically takes 45 seconds.

5.1.4. Real Time Exam Monitoring

During the scan, the LABVIEW graphically displays the output from all the detectors, allowing real-time monitoring of the data collection process. This is useful for cases where breast shielding is suboptimal. A large number of detector output signals will be visible at the saturation level; in Figure 60, these are the 6 detectors displayed on the left hand side of the scan graph at the saturation level. During the scan, the detector outputs are graphed in order of decreasing value, with saturated detectors appearing on the left and red bands on the right indicating no signal at some detectors. The shielding can be adjusted for the next exam to prevent or mitigate this issue. Additionally, if the source scanner is not working properly, there will be no change in the output signals at different positions. The graphical display makes it easy to diagnose and fix this issue.
5.1.5. Output

The LABVIEW code saves two .csv files with names indicated by the user prior to obtaining a scan. The first file contains the data in a 49280 x 150 matrix. Each row of the matrix corresponds to a detector output, with 150 measurements sampled. Each row corresponds to the output for a specific AI channel (there are 80 for our DAQ, only 75 of which are populated by detectors) for a specific wavelength. Each wavelength is recorded sequentially.

An additional header file containing specific information about the source geometry, breast thickness, and attenuator settings is created for each scan. It possesses the same filename as the original file with a ‘_sd’ extension. It consists of a single row of data, specifically the starting x and y coordinates for the leftmost source position closest to the chest wall, measured relative to the center detector as the origin. The next two columns indicate the number of rows and columns in the raster scanning pattern, followed by the spacing between source positions (equal in both x and y). The last two columns contain information on the compression paddle height and attenuator setting. All of these values are needed to position the sources on the mesh, calculate breast thickness, and adjust the source strength for the exam.

MATLAB Analysis Tools

Developed MATLAB software tools serve two major purposes: immediate feedback on experimental phantom scans, and LABVIEW data restructuring in preparation for image reconstruction. New tools for data visualization are instrumental in understanding and diagnosing hardware problems and distinguishing reconstruction
irregularities from raw data differences. This is especially important as the NIRST-DBT system possesses a larger number of sources and detectors than any prior system in the laboratory at Dartmouth and it would have been impossible to make any conclusions about the data with the existing visualization tools.

5.1.6. Phantom GUI

Early phantom measurements were performed to assess the system hardware. As all images were taken on phantoms of the same size, covering all source and detector positions, it was possible to create a fast data calibration GUI to examine the data seconds after it had been taken. This is possible because no mesh creation or spatial prior information is needed and all sources and detectors possess useful data due to the large size of the phantom. This GUI model was important in determining the most basic data calibration steps, such as distance and voltage thresholding and is shown in Figure 61. Its fast speed and ease of use make it particularly helpful in ensuring data quality whenever changes to the LABVIEW code or system hardware are being performed.
Figure 61: The data calibration GUI (a) allows for nearly instantaneous feedback on phantom data collected. Results from the exam are shown as plots of the log of the detector output vs. SD distance in mm (c). Individual data points can be highlighted, with their corresponding source and detector information appearing to help localize bad data points. Sources and detectors are numbered as shown in (b).

5.1.7. Source/Detector Pair Identification

It is important to distinguish sources and detectors from one another to pinpoint specific issues that may arise from a single bad detector or blocked source. Although the detectors are mapped to AI channels, this numbering system is not sequential or intuitive. Hence, we decided to implement a numbering scheme for sources and detectors that
works in roughly the same way. Detector and source number one is located on the back left of the panel, moving left to right as one would read, with numbers increasing towards the patient’s chest wall as shown in Figure 61(b). For the largest source spacing, the sources are nearly centered over the detector of the same number. Data plotting tools such as those used in the GUI plot the log of the detector output vs. SD distance, allowing for selection of an individual data point. When the user does this, a text box will appear stating the corresponding source and detector, as well as their row and column on the panel as shown in Figure 61(c). Rows and columns are labeled from right to left and top to bottom in the same manner as the individual sources and detectors themselves. This has been very useful when troubleshooting both hardware and software issues.

**Data Dropping and Adjustments**

Unlike in phantom imaging, where the entire detector panel is typically covered and nearly all data points provide useful results, breast imaging can cover a variable number of sources and detectors and consistent, experimentally-derived schemes for removing data points are needed for robust and consistent chromophore recovery. There are three main steps to data dropping (shown in Figure 62): the first involves assessment of detector output, the second is tissue geometry-based cuts, and lastly, slope-based data elimination tools were developed to deal with some of the challenges of patient imaging. The first step does not require any knowledge of the breast geometry; these cuts were developed based on hardware tests using phantom GUI results. The second two sets cuts are necessary for breasts and phantoms that do not cover the entire expanse of the breast,
while the third group are exclusive to human subject imaging due to poor contact between the breast and the light shielding shroud.

Figure 62: Flowchart outlining the major steps in data dropping and restructuring before image reconstruction can take place.

5.1.8. Detector Output Thresholding

Noise floor and saturation thresholds are easily determined by examining the detector output through homogeneous phantom measurements. These are set at 0.02 and 10V, respectively. The ghosting effects within the DAQ are more difficult to discern; high signals at one AI significantly increase the signal at a neighboring AI. This was confirmed by covering all detectors but one with optical blackout material and investigating the signal detected at neighboring AI channels. This signal was noticeably
increased, up to 50% for very low light levels, as compared to the signal detected when the channel was completely covered. Based on these experiments, any detector signals with greater than five times the output of a directly adjacent AI are eliminated as a large portion of the signal likely stems from ghosting effects, not tissue light transmission. These data removal steps are performed on the raw data output from the LABVIEW code after the last 100 samples are averaged (to remove any instability in early signals). Data points are listed in order of AI channel so ghosting effects can be effectively detected by simply comparing adjacent data points in the file. After these steps, the data is reorganized by detector number, calibrated for differing detector sensitivities, and reorganized by wavelength. Some detectors are known to be non-functional, and all data from such detectors is removed.

5.1.9. Tissue Geometry Data Dropping

After mesh creation, every source and detector position is placed on the mesh. Sources and detectors that are not in contact with the tissue are consequently removed and their corresponding data points dropped. Detector positions are removed based on the coordinates of the detector corner that is farthest from the breast. Additional data within the edges of tissue are dropped as well. Points that are 1.5 cm or less from the edge are removed for two reasons. First, as depicted in Figure 63(a), data modeling near the edges (at 5 cm from the chest wall) is poor and doesn’t correlate with the experimental data. The chest wall side of the mesh depicts a false boundary. The mesh is ended on this side because this is the edge of the DBT image; of course, tissue extends beyond this region in patients. Hence, a non-existent boundary is modeled, and the data
points near the edges can cause differences in recovered hemoglobin, as shown in Figure 63(b and c). 1.5 cm edge boundaries were selected because artifacts were no longer present, as shown in Figure 63(d). The second reason that data near the edges is removed is because partial volume averaging of DBT images prevents accurate modeling of external breast boundaries. Specifically, breast curvature cannot be adequately determined from the DBT images and is likely overestimated, especially near the top of the breast. Hence, dropping data 1.5 cm from the edges will get rid of most of the data points along the curvature.

![Figure 63](image)

**Figure 63:** The modeling of data along the boundaries does not correspond to the actual data. Data points within 0.5 cm of the boundaries of the phantom mesh are included in (a), while data points that are less than 1.5 cm from the edge are dropped in (b). At
1.5 cm from the edge, the data appears quite linear; the data points near the edge greatly alter the modeled data output. When far edge data points are included in the reconstruction, there are differences in the recovered hemoglobin concentration, (c) shows a 30% decrease in adipose HbT when boundary data is removed (d).

5.1.10. Slope-Based Data Removal

There is a wide variation in data quality depending on the patient breast positioning and shroud movement during the scan. In some cases, many data points beyond those described in the two preceding steps will need to be removed. In other cases, very few will need removal. The following method, shown in Figure 64, is used as a way to automatically and uniformly remove poor data from the NIRST-DBT system.
Figure 64: Steps in the data dropping scheme. The top row depicts sequential steps for an excellent data set. The bottom row depicts issues that can arise in the data. (a) A linear fit of the log of the amplitude vs. source detector distance is derived for inner data points. (e) Including data points near the outside can skew the slope. Only the inner data is included because variation in data points near the outside can skew the slope, as shown in (e) for two different fitting algorithms. All data is plotted and those more than half a standard deviation below the lowest point in the slope fit are dropped (b, f) and are shown in red. Then cut based on variation from the slope fit is applied, with all points more than a certain distance away removed (c, g). Final data is shown, with colors corresponding to different regions (d), as well as data taken from the calibration phantom (h) to ensure that all detectors are working properly.

As shown in Figure 64(e), a cluster of data points with a linear slope is visually apparent in the log output vs. SD distance. However, two different fitting approaches were originally attempted but for both, the data are skewed by many poor data points. Most of the poor data points are localized near the breast edges, as the shroud may not cover all the detectors outside the breast and the polycarbonate panel may channel some light to detectors near the edge of the breast. Excluding data up to 5 cm from the edge experimentally showed excellent slope fits (shown in Figure 64(b, f)) for both poor and excellent data sets. 5 cm is the default, but may be lowered or raised in the case of particularly small or large breasts.

Reconstructing only the most central detectors would limit sensitivity and detectability of lesions near the edges. Instead, after fitting the innermost breast data, the same slope is applied to all the data. Any data points with detector output more than half...
a standard deviation below the slope fit value for the farthest source detector distance is
removed, dropping particularly low data points. Generally, although they are above the
0.02 V threshold, signals at these locations are due to channeling through the
polycarbonate detector cover. This cut is shown in Figure 64(b, f).

After a lower threshold cut, a second cut is made to eliminate data points far from
the fit line. The amount of data removed depends on the strength of the fit; for data that
closely fits the slope, only points more than two standard deviations away are removed,
while for data with a lot of variation, points one standard deviation away are removed.
This results in the final data, as shown in Figure 64(c, g). This technique consistently
yields usable data, although further refinements to more fully automate and assess the
effects of slight changes in the technique could be implemented.

Data Analysis Tools

When performing the first patient scans on the new NIRST-DBT system, many
important decisions about hardware settings, data dropping, and reconstruction
parameters were tested and assessed. The reconstruction time for this system is
particularly long, taking several hours to a day depending on patient breast size. A
visualization tool for the data was developed for quick understanding of whether or not
the data matched the expected outcome. This tool is shown in Figure 8. In a normal
breast, there are two region: adipose and fibroglanular. This tool uses the region
assignments of nearby nodes in the x-y plane for the entirety of the breast thickness to
determine the sensitivity of a source or detector to adipose vs. fibroglanular tissue. The
sensitivities for each source and detector are combined for all the data and then
thresholded so that source and detector pairs with greater sensitivity are colored yellow for fibroglandular tissue, or red for adipose as shown in Figure 65(a,c). Using these plots, one can determine the expected outcome of reconstruction and lower detector signal in fibroglandular should it correspond to higher hemoglobin, and vice versa. If the resulting reconstruction does not show the expected outcome, there is likely a problem with the reconstruction parameters. If the data itself does not show the expected outcome, the problem may be related to source and detector positioning, inaccurate segmentation, or something inherent in the system design. In Figure 65(b,d), the results from the data were consistent with reconstruction, so the unexpected results in Figure 65(d) were likely due to the data itself.
**Figure 65**: Color-coding the data as shown in (a) and (c). Sources and detectors are labeled as being primarily associated with adipose (red) or fibroglandular (yellow) tissue. In the top row, there is greater fibroglandular absorption in the data (a), manifests as higher HbT (b). The opposite is true in (c) and (d).

**Image Formation**

After mesh and data creation, the final step in the process is image reconstruction. Calibration procedures are described extensively in Chapter 4. Regularization values were 0.01 for standard calibration and 0.1 for spectral reconstruction for all iterations for normal subjects, with lower values used for spectral reconstructions of phantoms and higher for biopsy patients. Stopping criteria for the standard reconstruction required at least five iterations as well as projection error changes of less than 0.01%, typically taking seven iterations. If the initial guess chromophore concentrations of HbO and deoxyHb are less than 0.01 uM, they are set at 5 uM. If the initial guess chromophore concentrations of water and lipids are less than 0%, they are set to 20%. If they are over 100%, they are set to 80%. During the spectral reconstruction, water and lipids are constrained to be between 0 and 100%, at every iteration. Stopping criteria for the spectral reconstruction requires at least five iterations as well as projection error changes of less than 2%.

**Conclusions**

Developing a new imaging platform necessitates careful understanding and experimentation to successfully recover expected chromophore values in human breast tissue. An acceptable patient workflow has been designed to allow full NIRST-DBT
imaging in a half an hour after patient consent has been obtained, and the patient’s time from door to door is kept under an hour, even when including the DOSI exam. Software tools using LABVIEW have been developed to control the hardware components. They are highly dependable and easy to use, facilitating fast training of new imagers. Additionally, they are optimized to minimize examination time, and real-time graphs provide feedback to the imaging team.

The MATLAB software developments assist in diagnosing problems as caused by hardware, software, segmentation, data, or reconstruction efforts. A data calibration GUI can quickly address issues when imaging homogeneous phantoms during hardware improvements. Data can be visualized graphically, allowing the user to select individual problematic points and know which source and detector obtained that data to diagnose problems with specific sources or detectors. Assigning data points to tissue types can help to identify and address problems with reconstruction algorithms and data quality without waiting for complete reconstruction. Additionally, code has been written to convert the output files from the LABVIEW software into Nirfast-friendly formats for reconstruction with bad data points removed based on experimentally derived results. The data dropping procedures are robust and semi-automatic, providing inter-patient consistency.

Several important developments described in this chapter improved NIRST recovery and optimized workflow. Without some of these processes, analysis would be significantly slower and variable between patients. For example, development of easy data visualization tools assisted in discriminating data problems from recovery issues.
Without them, it would have been much more challenging to figure out problems, requiring full blown reconstructions which can take up to one day.

These visualization tools were essential in figuring out a solution to a second problem, why adipose regions were consistently reconstructing higher hemoglobin levels than fibro glandular regions. Through examination of the data with these tools, it seemed that they should have lower hemoglobin, however visualization of the calibrated data showed the opposite, indicating an issue during the calibration phase. Simulations determined that this was caused by data close to the boundaries, where the model and actual data are vastly different. It was solved by removal of data at least 1.5 cm from any edges. Future work should focus on improving the model to allow for inclusion of these data points and increase edge sensitivity of NIRST-DBT.

Another challenge posed by patient imaging was large differences in data quality between different patients. There were some data sets with lots of noisy data and erroneous data points and some with very little. By examination of the data visually, it was possible to see where the ‘good’ data was located, but at the time, there were only manually assisted tools for removing the poor points. This process would induce human error and decrease repeatability. Early systematic evaluations of edge data removal (typically the location of the most poor noisy data points) showed that the effects of removing more and more boundary data differed on a case-by-case basis depending on breast volume and data quality (data not shown). Additionally, exclusive removal of all data from the external boundaries led to very poor sensitivity in those regions. The slope based calibration method was introduced which preserves the best data near the outside
of the tissue and can be applied to all patients automatically improving repeatability and consistency across all reconstructions.

Figure 66: Pictorial flow chart representing a summary of the data reconstruction scheme. DBT images are obtained (a), segmented (b) and used as the basis for creating an FEM mesh (c). NIRST data is collected (e), dropped and reformatted (f) and reconstructed using the FEM mesh. The resulting output can be displayed as an overlay on the original DBT image (d) or more quantitatively (g).

Development of software tools for data visualization, analysis and removal improved the NIRST recovery for patients with variable data quality. The entire process from DBT and NIRST data collection to image reconstruction for patients is outlined in Figure 66. Careful development of the patient imaging steps made it possible to obtain results from most of the women who participated in studies of the NIRST-DBT system.
Chapter 6: Healthy Volunteers

Introduction

It is important to test novel imaging techniques through healthy volunteers studies to clearly understanding normal tissue property range of variation, assess patient comfort, perfect patient workflow, and test reconstruction algorithms. This is an important step prior to imaging abnormal or malignant tissue. The strengths and weaknesses of a novel imaging system critically depends upon its performance on imaging subjects without lesions, to characterize healthy breast tissue in vivo. The major drawback of imaging healthy volunteers is that the true optical properties before reconstruction are unknown. Instead, results must simply be compared against the literature. By combining extensive phantom and healthy subject studies, both chromophore recovery and patient workflow can be studied in a novel imaging system.

Data from healthy volunteers for the NIRST-DBT system served different purposes. The earliest patient imaging studies addressed a simple hypothesis: adequate NIRST and DBT data can be obtained in a completely co-registered fashion such that optical chromophore content of the breast can be determined and DBT slices are of clinical quality. After addressing this most basic question, women across a large range of breast sizes, shapes, and densities were imaged to test the limitations of the imaging platform and determine if any types of patients should be excluded in future studies of a biopsy cohort on account of such limitations. Additionally, enrollment of healthy subjects continued after imaging of a biopsy group was initiated in order to test small
changes in system software, hardware, X-ray protocols, etc. Specific details on patient exam procedures and reconstructions are detailed in the preceding chapter.

The focus of this chapter is on analyzing the results from 32 normal women, each of whom was imaged with four NIRST and two DBT scans, providing over 120 sets of NIRST-DBT data. With so much information, it is possible to examine the data in great depth and do more than just a simple comparison of healthy subject results and literature values. For example, NIRST results of CC and MLO views of the same breast are compared, as well as the effects of compression on NIRST chromophore recovery. The first region-based analysis of a NIRST-DBT multimodal system is presented here. In addition, NIRST results are compared with patient characteristics like breast density, bra cup size, body mass index (BMI), and age. Also, NIRST and DOSI chromophore recovery are compared for a small cohort that underwent both imaging procedures. By imaging each woman several times, the data is much more valuable than for a singular comparison to literature results, as it can assess effects of mechanical compression, repeatability, and effects of positioning variation.

Normal Subject Imaging Summary

A total of 32 women were imaged over one and a half years. Many system improvements were initiated based on patient, examiner, and researcher feedback during this time. Of all of the data collected, only the first five exams were unusable. The first examination had poor DBT quality, while exams 2-4 were obtained at different and unrecorded laser power settings. The fifth exam was unusable due to examiner error after a new code adjustment. One additional patient has only CC views due to software
malfunction prior to MLO imaging. Three patients were imaged on both the right and left side for a total of eight NIRST scans and four DBT scans. All other patients were imaged on the right side only. Detectable signal was obtained through all breast sizes and shapes. Exams of the thickest breasts (8.5-9.5cm during uncompressed images) were considerably slower, taking roughly twice as long to complete as it took more time for the mirror position adjustments at their extreme angular limits; however, good signal quality was obtained. The following sections highlight the improvements made to the hardware, software, and image reconstruction process on account of these negative exams, as well as through discussion with the healthy subjects, technologists, and examiners.

6.1.1. System Improvements

Areas for system improvement were identified during the very first exam and continue through to the most recent patient examinations. The DBT images obtained during the first exam were unacceptable, appearing quite blurry with little contrast in the breast, as shown in Figure 67(a,b). Further testing determined that the cause of this issue was leaving the black breast shroud in place during the DBT exam. The shroud contained a wire to help to keep the foam in a semicircular pattern around the breast without exposing any of the plastic detector panel cover. This wire itself was not in direct contact with the breast, so it was not expected to cause issues, but it did impact the reconstructed image. For all future exams, the breast shroud is removed along with the detector panel so the DBT images remain unaffected.
Figure 67: First projection (a) and processed (b) DBT images taken during a NIRST-DBT exam show metal wire in place inside the detector shroud. Detector calibration artifacts (c) apparent in some patients.

In early patient imaging (subjects 1-4), estimations of expected relative source strengths for each wavelength were determined through literature absorption profiles and phantom experimentation in hopes that light incident on the detector would be roughly equal for all wavelengths. This is important because the photodiode detectors have limited dynamic range. Additionally, there was not enough time to adjust each wavelength individually, so a single wavelength was altered, with all the other wavelengths correspondingly adjusted. In these early patients, there was limited detector signal for the highest wavelengths, so the output of these lasers was increased relative to the others, leading to a reliable data output for all wavelengths with correct patient positioning during future exams. Additional improvements included a LABVIEW tab to adjust source strength with a single click, increasing speed and usability.

Another difficult issue has been detector artifacts and subclinical quality in some of the DBT images as shown in Figure 67. Such artifacts are typically removed during
image processing, but as this system was the third ever built, it does not possess such capabilities. These artifacts must be removed manually and this process is described in the preceding chapter. Accounting for the fact that this is a research system lacking automatic exposer and that we have added an additional piece of polycarbonate to the breast platform, adjustments in the look up table for kVp and mAs for different breast thicknesses were made with the help of DHMC medical physicist John Weaver. These adjustments have largely eliminated detector artifacts, both the old and new look up tables can be found in appendix A.

One final issue has been the detector panel cables. The cables are short and this fact along with room constraints means it is only possible to remove the panel from the patient’s left side. This prevents left-sided MLO imaging of women with larger arms as the cables may come loose during the exam or the panel may be impossible to remove for DBT imaging. Also, screws do not line up between the cables and panel and they must be manually reattached prior to each phase of the exam as they have a tendency to come loose during exams if a patient’s arms weigh down on them. When loose, they may emit spurious signals, leading to an infinite loop in the LABVIEW program. This was the cause of the only biopsy patient exam failure performed by an inexperienced research assistant. This issue has been fixed in the LABVIEW code.

6.1.2. Reconstruction Algorithm Adjustments

Over the one and a half years of normal subject imaging, improvements have been made to the DBT image pixel spacing and source and detector placement. The earliest reconstructions were performed using the DBT header file pixel spacings, constant for all
slices, which are actually inaccurate. This was determined while measuring the light source positions at various heights and noting differences in the DBT reconstruction slices. Information on the correct pixel spacing was obtained from Hologic and implemented in future reconstructions. As the detector positions were measured from a reconstructed DBT image, it was also necessary to change their positions once the pixel spacing for the corresponding DBT image slice were in place. This change has decreased variability in homogeneous phantom data and should improve fidelity of patient reconstructions, even though changes in detector position are less than 5 mm.

Figure 68: Changes made to breast modeling and image reconstruction. First, slope-based calibration was adopted for all patients as a consistent data removal scheme (a). Based on the images of source positions at different heights (b), it was determined that pixel spacing corrections needed to be implemented based on slice height. These same corrections were applied to the detector panel (c).
Lastly, based on the normal subject cohort data, the spectral constraints on water were adjusted to account for the lower-than-expected water recovery. Early reconstructions for water, in which the concentration was less than 0, were set to 20%. This is higher than the recovery for most patients and was adjusted down to 5%. All of these changes have evolved over the past year and a half, each incrementally improving the fidelity of the data model match. The reconstructions shown in this chapter have not all been performed with all these changes due to time constraints, but will be performed prior to publication. Additionally, some of the latest normal subjects have yet to be reconstructed for MLO views, but additional data should bolster existing correlations.

6.1.3. Patient Considerations

Early reports from normal subjects described neck pain due to the plastic face shield attached to the DBT gantry that keeps the patient’s head and hair out of the X-ray path. This particular face shield was designed to be used exclusively for mammographic imaging, so it moves and can make contact with the head of the subject during a tomosynthesis scan. Unfortunately, the face shield is also used to hold the light source in place. An existing Hologic shield was modified to fit with the NIRST source and a new independent placement for the source was also developed for a more comfortable fit. However, these changes have not been implemented yet due to the significant downtime required for the system to undergo such a transformation.

**NIRST Results**

Looking at aggregate values for all chromophores, mean HbT is 16 um, oxygen saturation is 54%, water is 11%, and lipids are 31%. When compared to results from
studies of other healthy volunteers in DBT, MRI, and stand-alone NIRST systems, the chromophore quantification is physiologically reasonable and comparable\textsuperscript{186–190}. Hemoglobin and lipid quantities fall well within the expected ranges, while water and oxygen saturation are somewhat lower than previously published results. With many of the exams performed under compression, it is understandable that the breast hemoglobin would possess fewer oxygen molecules if blood flow is impeded. However, it seems unlikely that water is squeezed out of the tissue simultaneously. Possible causes for the lower-than-expected water include cross talk with lipids, the other main absorber at higher wavelengths and cause of overestimation of scattering at the highest wavelengths. Overall, absolute values of our tissue components occur within physiological limits and can be aggregately studied.
Figure 69: Sample reconstructions for two early study subjects. NIRST results for adipose and fibroglandular tissues are overlaid on a DBT slice. Low signals in the higher wavelengths prevented reconstruction of water and lipids in one case.

**Patient Characteristics and NIRST Results**

Looking at the NIRST results in the context of different patient characteristics such as breast density, thickness, FG percentage, and BMI may provide some insight into the metabolic status of healthy breast tissue, which can be compared to results of prior studies but are unique in that this system uses X-ray based spatial prior information and is exclusively CW.

Figure 70: Histograms of key demographic and clinical information for the 32 normal subjects imaged here.

Figure 70 shows several properties of the women imaged, including BMI, breast thickness, percent fibroglandular tissue, density, bra cup size, and age. The average BMI
was 28.5, similar to 29\textsuperscript{192}, the US average for older women. The average age was 51 years. The average bra cup size was slightly below C with a density closer to heterogeneously dense but between heterogeneously dense and scattered. Note that there is a single patient in the fatty density category. The average breast compressed to a thickness of 4.9 cm, and average fibroglandular content was 19%. These values are comparable to averages obtained in larger studies. The fibroglandular content was higher than in the average population, where the mean is 12-14%; however, this technology specifically targets denser breasts, so it is important to image more women with denser breasts\textsuperscript{193}. The compressed breast thickness is similar to other studies (4.4-4.8 cm), with the thickness during NIRST-DBT possibly slightly higher due to the increased length of the examination\textsuperscript{29,194,195}. Overall, this group is composed of a variety of breast sizes, shapes, and densities and is similar to the average woman in the United States who is recommended for breast cancer screening. It is an excellent representative sample group to understand and assess the NIRST-DBT imaging platform.

NIRST recovery of chromophores was performed for a wide range of situations, different views, and compression levels, and in different tissue types. In order to compare patient characteristics and chromophore recovery, all data was included. However, for each exam, a single weighted average of each chromophore was calculated using the fibroglandular volume determined by the segmented images, rather than including both fibroglandular and adipose or only one tissue type. This volume-weighted average per exam contains information about both fibroglandular and adipose chromophores.
6.1.4. Breast Density

Figure 71: Comparison of summary data on breast density and tissue chromophores for normal subjects. Black bars indicate statistical significance (p<0.05).

Table 5: Correlation between breast density and hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance (p<0.05)

<table>
<thead>
<tr>
<th>Breast Density</th>
<th>Correlation</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbT</td>
<td>0.643</td>
<td>0.001</td>
</tr>
<tr>
<td>O2 Sat</td>
<td>-0.100</td>
<td>0.658</td>
</tr>
<tr>
<td>Water</td>
<td>0.616</td>
<td>0.003</td>
</tr>
<tr>
<td>Lipids</td>
<td>-0.737</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 5: Correlation between breast density and hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance (p<0.05)

As expected from prior literature, there are significant correlations between tissue chromophores and breast density. Increases in HbT and water are positively
correlated with increasing breast density, while lipid content and oxygen saturation are inversely correlated. The correlation for HbT, water and lipids are all statistically significant, as shown in Table 5. This makes sense as denser breasts are comprised of less fat and thus should have lower lipid content and higher water content. Hemoglobin concentration increases correspond to greater metabolic demands of active fibroglandular tissue.

6.1.5. Bra Cup Size

Figure 72: Comparison of tissue chromophores for normal subjects grouped together based upon bra cup size.
Table 6: Correlation between bra cup size and hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance (p<0.05)

<table>
<thead>
<tr>
<th></th>
<th>HbT</th>
<th>O2 Sat</th>
<th>Water</th>
<th>Lipids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.183</td>
<td>0.538</td>
<td>-0.278</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td>0.416</td>
<td>0.010</td>
<td>0.222</td>
<td>0.239</td>
</tr>
</tbody>
</table>

Correlations between metabolic properties and bra cup size alone are unexpected as bulk tissue volume differences without changes in functional status should be accounted for in the NIRST model. However, changes in volume alter patient positioning, as well as the number of data points collected during the NIRST scan. Negative controls such as bra size can help to ensure that differences in hardware or software do not lead to systemic alterations in the data. In this case, the results do not show statistically significant correlation with any factor other than oxygen saturation. This may actually be a result of a cofounding effect of breast thickness on oxygen saturation, shown in the next section, breast thickness and bra cup size are highly correlated (r=0.70, p<0.0001), and breast thickness shows a much stronger correlation with oxygen saturation than bra cup size (p=0.0001 vs. p=0.01). Hence, it is unlikely that bra cup size alone significantly affects any of the chromophores when the effects of cofounding variables are removed, as will be performed in a future multi-variable analysis.
6.1.6. Thickness

Figure 73: Comparison of breast thickness and tissue chromophores for these normal subjects, and trendlines shown in red for each.

Table 7: Correlation between breast thickness and hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance ($p<0.05$)

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Correlation</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbT</td>
<td>-0.183</td>
<td>0.391</td>
</tr>
<tr>
<td>O2 Sat</td>
<td><strong>0.706</strong></td>
<td><strong>0.000</strong></td>
</tr>
<tr>
<td>Water</td>
<td>-0.628</td>
<td><strong>0.001</strong></td>
</tr>
<tr>
<td>Lipids</td>
<td><strong>0.563</strong></td>
<td><strong>0.005</strong></td>
</tr>
</tbody>
</table>
Breast thickness is highly correlated with oxygen saturation, as well as with water and lipids as shown in Table 7 but is not correlated with hemoglobin. Breast compression decreases breast thickness while simultaneously restricting blood flow into or out of the tissue. The larger the decrease in thickness, the less blood can move into or out of the tissue, necessitating further deoxygenation of existing hemoglobin to meet metabolic demands. Unfortunately, the research system was not equipped with a compression force measurement and measurements of the undeformed breast thickness were not performed, so breast thickness is the best measurement of compression available. It is likely that these other metrics could show greater correlation than thickness but this is the only option for this initial study. In terms of the lipid and water changes, this may again be a result of cofounding with other variables such as BMI, which is highly correlated with thickness (r=0.79, p<0.000001), and as demonstrated in the next section, and shows the same correlation for water and lipids as is present for thickness.
6.1.7. Body Mass Index

![Graphs showing the comparison of body mass index and tissue chromophores for normal subjects, with trendlines shown in red for each.](image)

**Figure 74:** Comparison of body mass index and tissue chromophores for normal subjects, with trendlines shown in red for each.

<table>
<thead>
<tr>
<th>BMI</th>
<th>Correlation</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbT</td>
<td>-0.454</td>
<td>0.034</td>
</tr>
<tr>
<td>O2 Sat</td>
<td>0.247</td>
<td>0.268</td>
</tr>
<tr>
<td>Water</td>
<td>-0.381</td>
<td>0.088</td>
</tr>
<tr>
<td>Lipids</td>
<td>0.646</td>
<td>0.002</td>
</tr>
</tbody>
</table>

**Table 8:** Correlation between BMI and hemoglobin, oxygen saturation, water and lipids.

*Bold values indicate statistical significance (p<0.05)*
Increases in body mass index typically correspond with a larger percentage of body fat. In the breast, this corresponds to a larger subdermal adipose tissue deposit, increasing the percentage of the breast comprised of adipose tissue and skewing the tissue chromophore recovery towards values associated with fat. This includes higher lipids and lower water and hemoglobin as demonstrated in Figure 74, as well as in the highly significant correlation between BMI and lipids (p<0.002) shown in Table 8. With higher lipid concentrations, statistically significant lower total hemoglobin makes intuitive sense as adipose tissue has lower metabolic demands than more dense tissues.

6.1.8. Fibroglandular Percent
Figure 75: Comparison of fibroglandular percent and tissue chromophores for normal subjects with trendlines shown in read for each.

<table>
<thead>
<tr>
<th>Fibroglandular Content</th>
<th>Correlation</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbT</td>
<td>0.677</td>
<td>0.000</td>
</tr>
<tr>
<td>O2 Sat</td>
<td>-0.120</td>
<td>0.578</td>
</tr>
<tr>
<td>Water</td>
<td>0.624</td>
<td>0.001</td>
</tr>
<tr>
<td>Lipids</td>
<td>-0.800</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 9: Correlation between fibroglandular content and hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance (p<0.05)

Fibroglandular percent was assessed from segmented DBT images and shows the opposite results of BMI studies. Fibroglandular content is statistically correlated with total hemoglobin, water and lipids. Based on the previous discussion of the higher metabolic demands of fibroglandular tissue, these correlations make intuitive sense. All of the above results are promising, following expected literature trends and additional investigation using multivariable analysis can determine the patient characteristics that have the greatest impact on the NIRST results. Additionally, these studies lend credence to the possibility of using exclusively CW breast imaging with a scattering estimate.

Assessing NIRST Data

With multiple NIRST datasets of the same breast under different compression levels in different views and completely co-registered with DBT information, there are many ways to compare and analyze the data. These analyses serve two purposes: first, it is possible to understand the metabolic effect of different conditions, such as compressed vs. uncompressed via the recovered NIRST quantities. Secondly, these studies confirm
that the novel NIRST-DBT system is functioning in the expected manner in all aspects from hardware to image reconstruction. For example, when studying a negative control case, such as CC vs. MLO views of the same breast, they are expected to have the same optical properties; any deviation from this expectation must be explained or attributed to some aspect of NIRST data collection or reconstruction. Taking multiple data sets greatly enhances the analytical value of healthy subject studies.

6.1.9. Comparing Adipose and Fibroglandular Regions

As the NIRST and DBT images are completely co-registered, it is possible to separately calculate chromophore quantities in the segmented adipose and fibroglandular regions. No prior work on NIRST-DBT has used spatial prior formation, so this is the first of its kind for this multi-modal combination\textsuperscript{12,13}. Adipose and fibroglandular tissue regions are assigned after DBT image segmentation, a process described in detail in Chapter 3. All views and compression levels are included in the analysis.
6.1.9.1. Results

Figure 76: Comparison of adipose and fibroglandular tissues across chromophores for normal subjects. There were no significant differences between adipose and fibroglandular regions for these chromophores.

The results are shown in Figure 76. There were no statistically significant differences between any of the chromophore properties in the two regions.

6.1.9.2. Discussion

Fibroglandular tissue is comprised of more hemoglobin and water, but with less oxygen saturation and lipids. Each of these trends makes physiologic sense when
metabolic demands of these tissue types are considered. However, none of the
differences are statistically significant. This may be due to the large variation within the
data sets, as all views and compression levels are included. Additionally, effects from
partial volume averaging are likely to occur in these healthy volunteers, because even
with anatomical priors, pure separation of absorption and scattering is difficult due to the
blended sensitivity profiles across tissue types. This is especially pertinent to DBT
images, as our z-plane segmentation is known to be inaccurate. In the current
segmentation algorithm, nearly all nodes along the same z-axis are declared part of the
same region, regardless of height. Clearly, this is not physiological but rather is an
artifact of DBT-based segmentation. These partial volume averaging effects may make
quite subtle and non significant differences in tissue compartments, as demonstrated here

6.1.10. Comparing CC and MLO Views

When imaging two views the same breast, one must compare them to ensure
similar results. We compared all CC and MLO images for all normal subjects.

6.1.10.1. Results

The results are shown in Figure 77 for all subjects, while scatter plots comparing
individual CC and MLO chromophore recovery are found in Figure 78. As expected,
there is little variation in average tissue chromophore for CC and MLO cases, no
statistically significant difference is present. There is statistically significant correlation
between CC and MLO views comparing each individual patient of the graphs shown in
Figure 78 except for water.
Figure 77: Comparison of CC and MLO views across chromophores for normal subjects.
Figure 78: Scatter plots of compressed and uncompressed data across all chromophores.

Blue lines shown 1:1 correlation, and red dotted lines are offset from 1:1 by 20%

6.1.10.2. Discussion

As expected, when comparing CC and MLO results through boxplots, the results were remarkably similar on average for the two cases. The was a non significant lower lipid content in MLO imaging that is likely due to poorer breast light shielding. The greater curvature of the breast in MLO makes it incredibly difficult to cover all unused light detectors, so generally some of the plastic panel cover is exposed during the exam. This is problematic because this plastic transmits light to nearby detectors, especially at
higher wavelengths (where lipid sensitivity is greatest). Data dropping methods described in Chapter 5 have been performed to eliminate such data points, but there may be some residual effects of poor shroud placement. Since we are comparing all CC and all MLO cases here, and several patients are missing either CC or MLO data, there is some chance that a larger percentage of dense breasts were reconstructed in CC and more fatty breasts in MLO. Excluding such cases and/or performing phantom studies with poor shroud placement would effectively clarify this issue. There was no statistical significance to this difference in any case.

Scatter plots for individuals show statistically correlation between the CC and MLO views of the same compression level for a single person for all chromophores except for water. Water results appear more scattered, partially due to a number of reconstructions reaching the minimum water value allowable (0) and adjusted back to 20%, specifically in the MLO case. This may be due to poor breast shroud positioning as described above. Differences in segmentation and patient positioning likely contribute to the variability between CC and MLO images. Improvements to or elimination of the breast shroud as well as fine-tuning the segmentation algorithm may decrease this variability.

6.1.11. Comparing Compressed and Uncompressed NIRST

DBT imaging is performed under high levels of breast compression; however, there are relatively few studies of NIRST imaging under high compression\textsuperscript{88,89,196}. Examining the effects of compression on tissue chromophores is essential to determine if
NIRST imaging could be performed at a lower compression level than the DBT imaging, for patient comfort, while still recovering co-registered high fidelity results.

6.1.11.1. Results

![Box plots showing comparison of uncompressed and compressed breasts across chromophores](image)

Figure 79: Comparison of uncompressed and compressed breasts across chromophores for normal subjects.

As shown in Figure 79, recovery of tissue chromophores is similar for compressed and uncompressed cases, with no significant differences except for oxygen saturation (p=0.0427), with an average of 58% oxygen saturation for the uncompressed case and 50% for the compressed case.
Figure 80: Scatter plots of compressed and uncompressed data across all chromophores. Blue lines shown 1:1 correlation, and red dotted lines are offset from 1:1 by 20%.

Scatter plots for individuals show very high statistical correlation between the uncompressed and compressed cases of the same view for a single person for all chromophores, with an average $r$ of 0.79.
6.1.11.2. Discussion

Outside of oxygen saturation, there is no statistically significant difference either within the whole group or in individual patients for differences in chromophore content in compressed and uncompressed imaging scenarios. Reduction in oxygen saturation is expected during compression, assuming blood flow is restricted, as tissues use up remaining oxygen in the static blood for ongoing metabolic processes.

Given the limited variation between compressed and uncompressed cases, it may be possible to perform NIRST imaging at a lower compression level. However, as the DBT image stack is used for prior information, this can reduce the sensitivity of NIRST if tissue regions are mislabeled. This is of particular importance for small regions of interest, where slight movement can greatly alter the percentage of that lesion correctly characterized by an ROI in a segmented image stack. Additional studies in the biopsy cohort are required to confirm that DOSI imaging may be performed at a lower compression level then NIRST.

Overall variation in the scattering plots is much lower in the compression study than in the view study comparing CC and MLO. There are two possible reasons for this: patient positioning differences and segmentation differences. Slight changes in position are made between compression levels, only increasing the compression and making small adjustments to the shroud. Additionally, the same segmentation is used for both NIRST image sets so as to limit the dose to healthy volunteers by performing fewer DBT scans. The segmented images are necessarily different between CC and MLO with changes in the fibroglandular volume fraction sometimes noticeably different between the two. Examination of patient notes for the biopsy cohort may shed further light on this issue as
these women undergo DBT scans at two compression levels and in some cases were completely repositioned in between the two.

**Comparison of NIRST and DOSI Results**

DOSI imaging is performed primarily to ascertain scattering properties for the NIRST-DBT system; however, chromophore properties are also calculated for the DOSI measurements. The first 15 subjects were imaged with both DOSI and NIRST. Several of these subjects had unusable NIRST results, but for the remaining patients, it was possible to plot volume-weighted NIRST results vs. average DOSI results as shown in Figure 81.
6.1.12. Results

Figure 81: Comparison of NIRST and DOSI recovery of tissue chromophores. DOSI results are plotted on the x-axis with NIRST recovery on the y axis. Red lines show best fits of the data, while the black line depicts the 1:1 correlation between DOSI and NIRST results.

Table 10: Correlation between DOSI properties and NIRST for hemoglobin, oxygen saturation, water and lipids. Bold values indicate statistical significance (p<0.05)
With the exception of lipids, DBT and DOSI results are not statistically similar for this small patient cohort. DBT recovery of HbT is generally below DOSI estimates by an average of 8μM or 50%. For oxygen saturation and water, values do not correlate, but the average value is similar between the two groups. Lipid fraction is the best matched chromophore with statistical correlation between NIRST and DOSI, but NIRST predicted lower lipid values in every case than those estimated by DOSI.

6.1.13. Discussion

With only a handful of cases, there are no strong conclusions that can be drawn from the comparison of NIRST and DOSI recovery. Although it is surprising that HbT is lower in NIRST, there is a positive trend in that patients that recover low values in DOSI recover lower NIRST values. Oxygen saturation values are essentially incomparable due to differences in tissue geometry and a lack of compression during DOSI. Water values are similar on average. Higher estimates for DOSI lipid content are consistent with the more superficial tissue measured with the handheld reflectance geometry probe. However, if this is the cause, the opposite trend in HbT would be expected; a lower HbT would be found in DOSI measurements, which is not true here. Additional measurements are required before meaningful conclusions can be drawn about the differences in DOSI and NIRST but it is comforting to see that increases in chromophores across patients in DOSI (a broadband CW and FD hybrid system) are mirrored in NIRST (a limited, exclusively CW-based modality).

Conclusions

This chapter outlines the importance of healthy volunteers in validating a novel
NIRST-DBT combined imaging modality. The system was tested by a cohort of 32 volunteers with a wide range of breast sizes and shapes. The platform was carefully designed and detectable signals were obtained even at extreme thicknesses and densities. Only small tweaks to the hardware, software, and image reconstruction model were necessary. These iterative changes made fast and reliable imaging of women a reality.

Comparing the results obtained on the NIRST-DBT system with literature values and results from a well-researched existing optical system bolstered confidence in the new prototype. NIRST-DBT results showed expected trends relative to a wide array of patient characteristics, including BMI, breast density, and fibroglandular fraction and bra cup size. Examination of breast thickness under compression is not referenced in prior literature but shows strong correlation to oxygen saturation. HbT was correlated with BMI, breast density and fibroglandular fraction. Interestingly, oxygen saturation was not correlated with any of the patient demographics that were correlated for HbT, instead, bra cup size and breast thickness were significantly associated with oxygen saturation. Water was correlated with breast density, fibroglandular fraction and breast thickness. Lipids were correlated with the same patient features as noted for water but in the opposite direction, with an additional statistically significant correlation with BMI. Looking at aggregate values for all chromophores, mean HbT is 16 um, oxygen saturation is 54%, water is 11%, and lipids are 31%.

For a small subset of patients, comparison of NIRST and DOSI data recovered similar trends in chromophore values with significant correlation for water; however, absolute values were different in most cases. For this group, average values of HbT were higher for DOSI, with an average of 21 μM (12-30 μM range) for DOSI and 13 μM for
NIRST (7-17 μM range). For oxygen saturation, the average values were similar 57% (42-66%) for DOSI and 55% (33-8%) for NIRST. Results were also similar for water, 15% (9-26%) for DOSI and 13% (3-25%) for NIRST. Lastly, although lipid values were significantly correlated between DOSI and NIRST, DOSI lipid content was significantly higher 58% (45-67%) when compared to NIRST 31% (6-54%).

Assessments of the NIRST-DBT system reliability, segmentation methods, and effects of compression were possible by scanning each breast multiple times. Similar results were recovered when comparing adipose vs. fibroglandular and CC vs. MLO views with no statistically significant differences. Adipose and fibroglandular tissues may be more similar due to segmentation errors leading to partial volume averaging of these two areas. The only statistically significant result that came from the compressed vs. uncompressed breast scans is the lower oxygen saturation found in the compressed case (p=0.0427) with 58% vs. 50% with higher saturation for the uncompressed case.

Overall, individual patient correlations for the compression images are quite high, indicating that it may be possible to image women using NIRST at lower compression levels with DBT at typical mammographic compression.

It is important to note, however, that absolute quantification of absorption properties depends on scattering, here considered to be constant across patients. So any variation in scattering from this predetermined average for individual patients is manifested in differences in the absorption properties. Hence, what is recovered here is some combination of true absorption compounded by the scattering mis-estimation. Despite introduction of this unknowable scattering effect, trends in chromophore recovery follow expected results and prior literature values, providing some validation for
the exclusively CW system. Imaging of healthy volunteers is critical for the validation of new modalities and is the most realistic test that an imaging system can undergo before trying to scan abnormal tissue.
Chapter 7: NIRST-DBT Lesion Characterization Methods

Introduction

Women with denser breasts have higher incidence of and mortality from breast cancer, and are the most difficult group to screen with mammography\textsuperscript{197–199}. However, there is a high rate of false positive mammography results, leading to additional imaging and in some cases invasive biopsy procedures. Typically only about 1 in 5 biopsy results indicate breast cancer\textsuperscript{20,21}. Improving the specificity of DBT, specifically the ability to non-invasively distinguish benign from malignant tissue, could spare many women from unnecessary biopsies.

The main purpose of building the NIRST-DBT system is to test the following hypothesis: NIRST-DBT can improve on the specificity of standalone DBT for diagnostic breast imaging. In order to test such a hypothesis, it is necessary to image women in the target group, those who have been recommended for biopsy screening due to the presence of a breast abnormality. This is not a particularly large cohort of women, as most women who participate in screening or diagnostic imaging possess normal or stable breast tissue. Hence, it was necessary to develop a recruiting strategy to target this population. Patient progression through the healthcare system prior to breast cancer diagnosis, as well as the anticipated niche for NIRST-DBT and time point for NIRST-DBT imaging is shown in Figure 82.
This chapter describes patient recruitment strategies and shows anecdotal evidence of the ability of a combined NIRST-DBT imaging system to discriminate lesion types based on chromophore content. Imaging small ROIs can be more difficult than imaging normal subjects who generally have large swaths of adipose and fibroglandular tissue. Small areas have lower measurement sensitivity and are more prone to noise effects, increasing the importance of regularization in the non-linear reconstruction problem. In addition to presenting individual case studies and group statistics, this chapter describes several methods to improve the robustness in recovering chromophore content of small regions.

**Biopsy Patient Logistics**

Without a successful patient recruitment effort, it would be impossible to assess the ability of the NIRST-DBT system to improve sensitivity over standalone NIRST. Patient
recruitment necessitated careful coordination, planning, and organization of over a dozen people affiliated with DHMC and Thayer School. Thanks to these efforts, current recruitment stands at roughly one patient per week, with 13 patients imaged since active recruitment began on January 1st of 2014.

7.1.1. Patient Recruitment

Patient recruitment is a team-based effort aimed at minimizing the effort required by potential participants, many of whom are anxious about the biopsy exam. From the patient’s perspective, the recruitment process proceeds as shown in Figure 83. After the radiologist assesses the diagnostic images and makes the recommendation for biopsy, he informs the patient about the NIRST-DBT study. Women who are receptive to this idea are given the option to speak with an onsite nurse recruiter when scheduling their biopsy appointment. The nurse recruiter speaks to patients about the exam, even obtaining written consent of the patient and tentatively scheduling the exam if a subject is interested. If the patient has time constraints or wishes to think it over on her own first, she may provide permission to be contacted later on by the clinical research coordinator, who will call the patient to describe the study over the phone. Most women opt to schedule their NIRST-DBT imaging exam an hour prior to their biopsy appointment on the same day. The NIRST-DBT must be performed prior to biopsy, as the changes in the breast tissue after the invasive procedure would dominate the recovered chromophores. This process generally proceeds smoothly; no exams needed to be cut short so patients could make it to their biopsies, even in cases where the patient arrived late to the NIRST-DBT exam.
Figure 83: Interactions with the research staff from the patient’s perspective.

There are many individuals working behind the scenes to ensure that the process goes smoothly for the patient. The primary people involved are described in Figure 84. In addition to these five individuals, three nurse recruiters discuss the study with patients and two additional researchers are typically involved in the NIRST exam - an assistant examiner and a hardware specialist waiting outside the exam room in case the equipment malfunctions. Additional details on patient exam procedures are included in the appendix. Without the dedication of all these individuals, successful patient recruitment for imaging biopsy subjects using NIRST-DBT would be impossible.
7.1.2. DBT Image Analysis

A radiologist (SPP) with extensive experience in DBT reads the images. As he is often involved in clinical care, image reads are unblinded. During DBT image reading for this research project, prior imaging studies and reports are accessed to aid in localization of the ROI. Additional information about the lesion is also recorded. This includes the plane of best visualization of the ROI as well as its extent in the z-plane, to help guide segmentation efforts. A screenshot is taken by the radiologist with the extent of the region of interest carefully highlighted in the x-y plane. This step is especially
important for calcification-based ROIs and guides the segmentation algorithm described in Chapter 3. Overall breast density is also assessed. Diagnostic, screening, and pathological reports are obtained for each patient as well. Each lesion is assigned a breast imaging-reporting and data system (BIRADS) category according to the following standard scale, which can be found in the diagnostic imaging report:

- 0 – incomplete, needs further evaluation
- 1 – normal dense breasts
- 2 – benign
- 3 – probably benign, recommend short-interval follow-up
- 4a – low suspicion for malignancy, biopsy should be considered
- 4b – intermediate suspicion for malignancy
- 4c – moderate concern but not classic for malignancy
- 5 – highly suggestive of malignancy, appropriate action should be taken

All biopsy subjects in this study had at least one lesion rated 4 or higher; several had multiple lesions. Additional information about the breast is obtained from the segmented DBT slices, including segmented tumor volume, fibroglandular volume, and total breast volume.

7.1.3. Pathological Results

The patient population to date includes three invasive cancers as well as one case of DCIS. The remaining lesions were benign, consisting of fibroadenomas, fibrocystic changes, adenosis, and cysts. One patient underwent bilateral biopsies for suspicious lesions in both breasts, while other patients had breast biopsies over a year prior and
known benign pathological outcomes, so the number of lesions probed via NIRST-DBT exceeds the number of patients included in the study.

<table>
<thead>
<tr>
<th>Patient #</th>
<th>BIRAD</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>201</td>
<td>5</td>
<td>left breast lesion 1 - invasive ductal carcinoma.</td>
</tr>
<tr>
<td>202</td>
<td>4C</td>
<td>left breast: ductal carcinoma in sita, extending into lobular ducts with microcalc identified in DCIS.</td>
</tr>
<tr>
<td>203</td>
<td>4A</td>
<td>left breast, lesion 1: stromal hyperplasia with focal features of duct cysts and adenosis. The microcalcifications are associated with adenosis. right breast lesion 1: fibropithelial lesion, suspicious. right breast lesion 2: benign.</td>
</tr>
<tr>
<td>204</td>
<td>4</td>
<td>duct microcysts and adenosis.</td>
</tr>
<tr>
<td>205</td>
<td>3</td>
<td>right breast lesion 1: cyst; right breast lesion 2: fibroadenoma, usual ductal hyperplasia and columnar.</td>
</tr>
<tr>
<td>206</td>
<td>4</td>
<td>left breast - benign breast tissue with focal fibrocystic changes and fat necrosis</td>
</tr>
<tr>
<td>207</td>
<td>4</td>
<td>sclerosing intraductal papilloma with usual ductal hyperplasia (right breast mass)</td>
</tr>
<tr>
<td>208</td>
<td>4A</td>
<td>no evidence of cancer on right breast. Left breast has calcifications. Left breast diagnosed with fibroadenomatous change.</td>
</tr>
<tr>
<td>209</td>
<td>4</td>
<td>right breast has clustered apocrine cysts.</td>
</tr>
<tr>
<td>210</td>
<td>4</td>
<td>left breast has fibrocystic disease with cysts and adenosis</td>
</tr>
<tr>
<td>211</td>
<td>4</td>
<td>right breast is benign tissue with focal fibrocystic changes - stromal fibrosis, mild usual ductal hyperplasia</td>
</tr>
<tr>
<td>212</td>
<td>0 (incomplete)</td>
<td>left breast has invasive ductal carcinoma</td>
</tr>
<tr>
<td>213</td>
<td>5</td>
<td>left breast has invasive ductal carcinoma</td>
</tr>
</tbody>
</table>

Table 11: BIRADS and pathology results from subjects in the biopsy cohort imaged to date.
7.1.4. Patient Characteristics

Figure 85: Histograms of summary statistics for the biopsy cohort including tumor volume (in \( \text{mm}^3 \)), thickness (in cm), percent fibroglandular tissue, density category, bra cup size, and age.
Figure 86: Comparison of average patient characteristics for normal subject and biopsy subject cohort. The breast thickness is in cm, density and bra cup size have been converted to an ordinal scale, height is in inches and breast volume is in cm$^3$/10.

Overall, the patient group had characteristics remarkably similar to the normal subjects described in the previous chapter, as shown in Figure 86. The property with the largest difference between the two groups was breast volume, which is calculated based on the DBT image stacks. Lower breast volumes generally correlate with a lower number of data points, as fewer detectors and sources are covered by the low-volume breast, which can be problematic. In one case, the breast was so small that all the light detectors were within 1.5 cm of a breast edge, the limit at which data is removed, so this patient could not be reconstructed using the existing scheme.

Concerted efforts are made prior to the exam to identify and localize breast ROIs in past imaging to ensure that regions are included in the NIRST-DBT exam.
Calcifications or masses are guided to the central aspect of the imaging plane by an expert breast technologist during NIRST-DBT exams in order to mitigate any potential edge effects. The patient must remain in place for much longer than a typical DBT scan, and when also imaging the uncompressed breast, there is more time and less force on the breast, so the patient may move a bit from her original position. In one case with a posteriorly located breast lesion, the ROI was not in the imaging field as it had been on the clinical DBT images. The positioning combined with patient movement afterwards made it impossible to reconstruct the NIRST-DBT images for one view due to a lack of visualization of the ROI. Steps to mitigate this issue have been taken; during detector panel and shroud removal and replacement, the breast technologist stands behind the patient, applying gentle pressure on the back to keep the patient in place.

**Increasing Sensitivity of Small Lesions**

Annual breast cancer screening improves breast cancer survival rate by detecting cancerous lesions at an earlier stage, typically before the lesion is palpable or the patient experiences any symptoms. By virtue of detection at this early stage, the lesions are typically quite small, averaging around 13-14 mm\(^2\). The biopsy cohort of this study displays a similarly small size of invasive cancers, just below 12mm in diameter on average.

Using NIRST to detect such small lesions is challenging in several ways. NIRST is effective at detecting changes in tissue chromophore levels. Larger tumors are associated with greater VEGF and microvessel density, hallmarks of angiogenesis\(^{202}\). Thus larger tumors often have higher contrast in total hemoglobin content, which is detectable via
NIRST. Inversely, smaller tumors will have lower contrast levels. In addition to more subtle shifts in the tissue metabolism, smaller tumors have lower NIRST sensitivity, which is determined by both the volume of the region of interest and locations of the light sources and detectors relative to that volume. Low NIRST sensitivity refers to the low probability of light from a source travelling to a particular location and then returning to a detector and has been demonstrated to have lower efficacy in distinguishing benign and malignant lesions\textsuperscript{203,204}. In order to detect small inclusions with low sensitivity, data cannot be over-dampened through the use of a large regularization parameter or contrast will be lost, as demonstrated in Figure 87 for a phantom study for a large (15 mm diameter), medium (10 mm diameter) and small (7 mm diameter) cylindrical inclusion. Higher regularization values show no contrast in the inclusions, while the lesions were notable at successively smaller regularization values in size order such that the largest inclusion was apparent at higher regularization than the lowest.
Figure 87: Graph showing the dependence of inclusion size chromophore recovery on regularization. Smaller lesions require lower regularization values; in this case $10^{-6}$ is necessary to fully recover the smallest inclusion while $10^{-4}$ could recover HbT in the largest inclusion.

Since this was a phantom study, noise within the data was extremely limited. Decreasing the noise in the reconstruction data was possible through the use of the same phantom for calibration and anomalous data, but with background-like hemoglobin levels in the inclusion to simulate a homogeneous medium in the calibration case. Clearly, such matching would be impossible when imaging humans. Additionally, patient data has inherently greater background or systematic error due to use of the breast shroud as well as innate tissue heterogeneity. In human subjects, a much larger regularization parameter is needed, even when using the highest regularization shown in Figure 87, where contrast was not observed in any of the inclusion phantom results. Non-physiological NIRST reconstruction values can be obtained, especially in breasts with particularly limited or noisy data sets, as shown in Figure 88.
Figure 88: (a) Original processed DBT slice screenshot with circles drawn by the radiologist to indicate ROIs. (b) The segmented regions and (c) the resultant mesh with the right hand lesion enlarged to improve NIRST sensitivity while the left lesion was not enlarged. The resulting reconstruction for HbT (d) and oxygen saturation (e). The graphs depict the change in chromophore content vs. regularization for true-to-size lesions (f) and expanded lesions (g) for a different patient. Colors indicate different chromophores while line types represent different tissues regions. The solid lines represent the small lesion (f) and expanded lesion (g).

As seen in Figure 88(d) and (f), small lesions have a tendency to increase chromophore recovery to non-physiological levels as regularization is decreased for the reasons hypothesized above. One way to address this challenge is to enlarge the ROIs.
above a certain sensitivity threshold, in this case, 2%. This percentage value refers to the sensitivity of the tumor region as a percent of the total sensitivity of the NIRST field and is described in detail in the literature.

In short, using the complete CW Jacobian matrix, J, the sensitivity of the measurements to a given region identified by DBT, \( S_r \), can be calculated using the equation

\[
S_r = \text{sum}\left[\log(J \cdot r)\right],
\]

where \( r \) identifies nodes within the region of interest as a logical vector. Total sensitivity of the measurements to the domain, \( S_d \), is calculated when \( r \) is entirely true. Sensitivity for a single region is calculated using an \( r \) vector that is true at points within the region of interest and null outside this. Regions are obtained from DBT images during segmentation and are used in creating the mesh from which the sensitivity measurement is derived. The relative sensitivity of the region to the total sensitivity is the ratio \( S_r / S_d \).

After determination of the initial sensitivity of a region, if the sensitivity is below 2%, the region must be expanded. This occurs in incremental steps, expanding the tumor out from its original position one millimeter at a time, relabeling nodes of the mesh and increasing sensitivity until the threshold sensitivity is surpassed.

NIRST reconstructions with the enlarged lesions appear more stable, as shown in Figure 88 (f, g). At lower regularizations, small lesions can behave unpredictably, with chromophore levels exceeding physiological limits as noise dominates these regions during the reconstruction. However, the enlarged lesions maintain stability at the lowest tested regularization (0.1).

Of course, there are downsides to such an approach, most notably that more than just the tumor region is being sampled and there will be partial volume averaging that can
diminish contrast levels in the tumor. The evidence that this is uniformly true is shown in Figure 89.

Figure 89: (a) DBT image slice with arrows pointing to a benign (left) and malignant lesion (right), as well as the DBT image segmentation (b) and visualization of the mesh before (c) and after (d) enlargement of the malignant lesion. (e) and (f) are the results of NIRST reconstruction for the smaller and larger lesion respectively. These results are displayed as DBT image overlays for total hemoglobin (g) and oxygen saturation (h).
For this patient, an invasive cancer is embedded in a largely fatty region, which generally has lower hemoglobin content than malignant or fibroglandular tissue. Upon expansion of the lesion size in the test mesh, some of this adipose tissue is invariably included in the reconstruction. It might be expected that such a maneuver decreases HbT. However, the opposite occurs; HbT is 12.4 μM in the larger lesion, while it is 11 μM in the smaller case, increasing the contrast with the fibroglandular region (9.5 μM) by 50%.

There are several potential reasons for this improvement. As discussed above, improving lesion sensitivity can stabilize chromophore recovery and dampen noise effects. Additionally, studies using Doppler ultrasound have demonstrated that there is often much higher blood flow in regions adjacent to malignant tumors\textsuperscript{164}. Also, it may be possible that DBT underestimates lesion size, as some studies examining final pathology specimens and screening images have shown, but generally these errors are on the order of a couple of mm\textsuperscript{161–163}. It is unlikely that there is a sharp boundary between tumor blood supply and that of the surrounding tissue; as blood flow is a diffusive process in the smallest of vessels, there may be a high concentration of blood in the tumor central core, which levels off to that of the surrounding tissue some distance away.

**Lesion Characterization Using NIRST-DBT**

Thirteen biopsy patients have been imaged to date, although only the results of the first eight were available at the time of this writing. Two were excluded: one due to small breast volume and a second because the region of interest was not in the field of view of the DBT image. In total, nine lesions in the six remaining breasts have been analyzed.
7.1.5. Experimental Design

As described above, small tumors were expanded about their tumor boundaries to improve sensitivity. All of the results presented in this section used the same regularization parameter, 0.5, which was chosen through testing after running a series of regularization values for all patients. This level provided sufficient contrast between regions without recovering non-physiologically acceptable chromophore values. Only compressed CC views have been analyzed to date. Future work will involve examining MLO, uncompressed, and contralateral breast images.

7.1.6. Case Examples

The following cases shown in Figure 90 and Figure 91 depict a very small malignancy (DCIS) and a complex benign case including both a fluid-filled cyst and fibroadenoma. In the case of the DCIS, the original tumor volume was only .39 cm$^3$, so tumor expansion increased the volume considerably. Despite increasing the size of the region of interest, a subtle elevation in HbT was present (10% over fibroglandular region value) along with lower oxygen saturation and higher water. As expected, fibroglandular tissue had more hemoglobin and water than the adipose, but surprisingly also higher lipids.
Figure 90: (a) Processed DBT slice with a cluster of tiny microcalcifications outlined with a yellow box. (b) The segmented image slice. (c) The mesh with the enlarged lesion. Overlays of total hemoglobin, oxygen saturation, water, and lipids are shown in (d, e, g, h) with a graphical summary in (f).

Figure 91 depicts a complex benign case including a fibroadenoma on the edge of the breast as well as a large fluid-filled cyst. Sensitivity of edge measurements is quite poor and modeling of tissue boundaries is inaccurate due to an inability to segment the natural breast curvature from DBT images. This would be an excellent case for expanding the lesion; however, doing so leads to merging of the two ROIs, with some of the cyst nodes relabeled. Expanding the tumor in this case would lead to partial volume averaging with the cyst, which is expected to have much different properties than any other type of tissue. The optical properties of the cystic region did in fact turn out to be
quite different from the others, with essentially no hemoglobin compared to the other breast tissues (8 \( \mu \)M vs. 55 \( \mu \)M). Surprisingly, the cyst did not recover much water, but did recover quite a lot of fat, perhaps due to cross talk between these two chromophores. The fibroadenoma, as expected, had properties similar to the fibroglandular tissue despite the low sensitivity and edge location of the lesion. One additional fact to note in this case is the incredibly low oxygen saturation in all but the adipose regions. This breast was very highly compressed, measuring only 2.6 cm thick, which likely contributed to these low values.

![Image](image.png)

*Figure 91: (a) Processed DBT image slice containing a fibroadenoma (top arrow) and large fluid-filled cyst (bottom arrow). (b) Segmented DBT image. DBT with NIRST overlays for tissue HbT, oxygen saturation, water, and lipids (c, d, f, g) as well as a graphical display of the same data (e).*
7.1.7. Patient Summary

The results from all lesions and all patients have been aggregated to show total hemoglobin contrast in benign and malignant lesions, as shown in Figure 92. The results show the HbT in the region of interest divided by that of the fibroglandular, minus one, so that a 1:1 ratio means no contrast and appears as zero on the y axis. The two malignant lesions demonstrate positive contrast, with a 20% in HbT over the background. All benign lesions have lower HbT, 22% lower when all benign lesions are included but only 2.5% lower when only non-cystic lesions that are not directly on the tissue boundaries are considered. These results are not statistically significant due to the small patient population ($p = 0.0967$ for all cases and $p = 0.0548$ when edge cases are excluded).
Figure 92: Summary slide showing the tumor to fibroglandular total hemoglobin ration minus one for all the benign and malignant lesions present in the first six patients of the biopsy cohort. Lesions shown here are invasive ductal carcinoma (IDC), ductal carcinoma in-situ (DCIS), sclerosing adenosis (SA), fibrocystic disease (FCD), fibroadenoma (FA), and cysts. The malignancies are depicted in red while benign lesions are blue. Lesions directly adjacent to the tissue boundaries are indicated by an asterisk on the x-axis. Mean contrast for malignancies is shown in the red line, while the mean contrast for benign lesions is shown in blue. When cysts and edge lesions are excluded from the benign lesion group, the mean contrast is shown in green.
Discussion

The initial results from the biopsy cohort are promising but require extensive further validation with a larger group of women. There are some challenges that have been addressed already. The small size of the lesions has been mitigated through expansion, which has shown to be a robust technique in two cases, but a more systematic study is needed. Additionally, there are some cases where such expansion is not possible, as noted above when a breast contained two lesions in close proximity, one of which was a cyst.

Another notable challenge is lesions along the edge of the breast. Due to partial volume averaging of the DBT images, it is impossible to accurately determine the breast boundaries in x and y, so DBT-based breast models look like half cylinders with sharp edges. This results in poor reconstructions near these edges, with artificially low chromophore values as shown in the two cases in Figure 92. This edge model in not a good representation of tissue, as the breast maintains a level of curvature at the edges. Efforts to understand and more accurately model the tissue would be helpful for these cases, but for now, a workaround has been created. After explaining the undesirability of localizing lesions to tissue boundaries to the breast technologist, she has made a concerted effort to keep regions of interest near the center of the breast volume. This has been very successful so far, but this workaround is not possible for very small breasts like the benign case shown above, as these women do not have a lot of tissue available for manipulation.

Lastly, the level of contrast in the malignant lesions is not very high, only 20%. These values are a bit lower than previous studies demonstrating 2:1 contrast between
malignancy and background; however, many of the lesions included in these studies were much larger than the two presented here\textsuperscript{49–51}. These difference in benign vs. malignant cases are not statistically significant due to the small patient population ($p = 0.0967$ for all cases and $p = 0.0548$ when edge cases are excluded). Extensive optimization and calibration may improve the signal-to-noise ratio of this system beyond the current capabilities.

One interesting consequence of expanding lesions is that less spatial prior information is used than in the small lesion case. This may lend credence to the ability of the NIRST-DBT system to image women at two separate compression levels, one for NIRST and a higher setting for DBT as the region of interest will shift a bit, but if the region of interest is going to be extended anyway, it may inconsequential. This can be examined further when the uncompressed data is reconstructed.

Lastly, although all patients here are compared using the same regularization, this may not be the best approach. The amount of noise in the data varies significantly, as does the number of data points collected per patient, which can change over an order of magnitude. Each case is unique and while applying a uniform approach is the easiest way to compare patients, a more nuanced experimentally-derived model that permits differences in reconstruction for each patient case may improve results.

\textit{Conclusions}

In this section, approaches for DBT-guided near infrared spectroscopy of human subjects with regions of interest are discussed and early biopsy cohort results are presented. Thirteen women have been imaged to date with the NIRST-DBT system, only
two of which were unusable in our present reconstruction algorithm (one case may be salvageable with sufficient changes), with six presented here. Imaging a screening population is particularly challenging due to the small sizes of lesions. Incremental enlargement of tumor regions improved contrast recovery in case studies and improved chromophore stability over a range of regularization parameters.

Results from the preceding cases study will influence how future NIRST-DBT data are analyzed, particularly with regard to the role of sensitivity and tumor size. More subjects must be imaged and analyzed before the hypothesis presented through case studies here can be confirmed. Overall, these earliest results are promising, with a 20% non-significant difference in contrast between malignant and benign cases.
Chapter 8: The Role of Scattering in NIRST of the Breast

The Importance of Scattering Information

Developing an imaging modality for diagnostic imaging presents unique challenges. In order to be clinically successful, it must be simple to operate and interpret, have low cost per exam, and pose minimal risks to the individual. In an effort to keep cost and complexity low, we have pursued a NIRST system which projects light onto the breast surface at discrete locations with a motor-driven mirror and measures the resulting light signals with a fixed rectangular array of silicon photodiodes integrated into a detection panel placed on the opposite side of the breast. The design relies exclusively on continuous wave (CW) measurements for rapid, low-cost quantification of tissue absorption. Measuring optical scattering in tissue is more difficult and requires additional time- or frequency-domain (FD) elements that add to system cost, complexity, and examination time. Minimizing exam time is important both to limit the time the breast is subjected to compression and to maintain efficiency of workflow in the mammography clinic. Estimation of optical scattering properties is necessary in breast imaging because scattering events occur with about 100 times greater frequency than absorptive events, and there can be of a lot of inter-patient variation in these values, which depends on breast composition and parenchymal density. Incorrect estimation of scattering alters estimates of optical absorption, especially hemoglobin concentration; hence, accurate scattering values are needed to characterize and quantify optical absorption properties of the breast.
Since the NIRST system measures exclusively CW data, scattering properties were necessarily estimated. In order to understand the impact of this decision, efforts were made to quantify scattering and to measure the effects of scattering mischaracterization as well as derivation of optical scattering properties from X-ray images to ensure the integrity of the absorption property results. This was done through simulation, phantom measurements and normal subject scattering derived from both an alternative optical modality and estimated from DBT slices.

**Simulation Results**

Early simulation studies examine the effects of using a single bulk tissue estimation of scattering values, which is possible by adding only six frequency domain channels to the existing system, as opposed to a two or three region estimation that would require a larger number of sources and detectors. Examination of the effects of using a single bulk tissue estimate of scattering were compared with using separate values for adipose tissue, fibroglandular, and tumor regions for eight subjects was performed. The bulk value produced greater error in absolute hemoglobin recovery when compared to two-region estimations of scattering for all three tissue types. The effect was most pronounced in the tumor, in which case using two regions instead of a single bulk estimate led to a 30.6% improvement in the accuracy of HbT concentration. Interestingly, a recent study of a combined NIRST/MRI system using bulk tissue estimates for a 60 patient cohort showed improved lesion detection when compared to the three-region estimate for a system comprised of 16 FD channels, presumably due to noisier data in low-sensitivity regions. Hence, accurate three-region estimates of scattering would be the ideal case.
but require a higher number of frequency domain channels. Inaccurate calculation of scattering in a small, less sensitive area is worse than using a bulk estimate of the entire tissue.

The effect of scattering mischaracterization on calculated hemoglobin values was examined in simulation as well. In this case, scattering values were assigned for the CW reconstruction rather than using FD data to estimate the scattering values. Two scattering estimates were assigned in each patient case: one for adipose and one for fibroglandular and malignant tissue. Fixed percentages of error were introduced into these scattering values. Figure 93 depicts how errors in scattering propagate into inaccuracies in the reconstructed images of HbT concentration. Data for all tissue types for all patients are included in the plot and indicate certain trends. For example, underestimating scatter by 20% leads to an increase in the reconstructed HbT by 35.1%, while overestimating scatter by 20% leads to a reduction in the reconstructed HbT by 22.6%.

![Figure 93: Solid line shows the mean and the error bars show standard deviation of the average HbT, recovered in the image volumes from all patient cases as a function of scattering.](image-url)
error in optical scattering. Red data points show the same analysis from the phantom experiments.

Designing new multi-modal imaging systems typically presents tradeoffs and prototype simulations can guide hardware selection and implementation. Minimizing the number of wavelengths, sources, and detectors in a proposed FD imaging module decreases costs, complexity, and examination time in a multi-modality NIRST-DBT breast imaging platform. Simulations of NIRST data for eight subject-specific breast volumes based on DBT images highlight differences in results from each simulated system change.

Using two-region rather than single bulk tissue estimates of scattering had a large impact on the recovered HbT concentration. Mischaracterization of scattering led to errors in quantification of HbT. Significant differences in scattering are known to exist between adipose and fibroglandular tissue and both contribute to a large fraction of breast composition by volume. Taking a single bulk estimate of these two tissues averages their scattering effects, leading to underestimation of hemoglobin concentration in the adipose region and overestimation in the fibroglandular and tumor regions. Bulk estimates of scattering can be obtained from as few as one measurement; however, quantitative recovery of chromophore levels in the different regions will not be as accurate as in the two region scattering case.

Although the inaccurate estimates in scattering may appear to be a serious flaw in system design, their impact can be mitigated. In our analysis, relative changes in scattering do not significantly depend on region size or shape or actual hemoglobin concentration. Hence, if scattering estimates are consistently inaccurate in different
regions, quantitative recovery of hemoglobin concentration will also be inaccurate, but contrast between regions should be maintained. This has been demonstrated for patient data in the next section. NIRST algorithms are known to have difficulty fully recovering absolute HbT, yet analyzing relative contrast has proved to be a productive alternative.

**Normal Subject DOSI Imaging**

We recognized the importance of using the simulation results as a guideline for obtaining scattering estimations for our first cohort of normal subjects. Realizing that scattering information could be important for patients, a total of 15 women were imaged using the combined NIRST-DBT system as well as the DOSI system, described in Chapter 5, which possesses both broadband and frequency domain imaging capabilities. As the women are imaged under vastly different geometries, it was not possible to obtain anything beyond simple bulk estimation for scattering for the entire breast. Averages of the scattering estimates obtained at twenty measurement sites were taken, with individual measurement variability between 5 and 7%.

**8.1.1. Patient Characteristics**

Normal subjects with a wide range of breast sizes, densities, BMI’s, and ages from 46-60 were imaged on both the NIRST-DBT and DOSI systems. Despite directed recruitment efforts, no women were imaged in the lowest breast density category, fatty. There are relatively few women in this category, representing between 3 and 10% of the eligible screening population depending on age. Additionally, they are the least likely to benefit from DBT imaging, as mammography has the highest specificity for this
The women were roughly split between the other three categories, with six scattered breasts, five heterogeneously dense, and five extremely dense.

Figure 94: Boxplots showing the scattering amplitude (left) and scattering power (right) bulk tissue estimates for 15 patients as a function of BIRADS category.

8.1.2. Using Group Estimates

As shown in Figure 94, scattering amplitude and power measurements varied across individuals, from 0.55-1 for scattering amplitude and 0.3-0.75 for scattering power. Understanding the effects of scattering mischaracterization on absorption recovery is essential to confidently trust the results from an exclusively CW imaging system. In this case, the tissue chromophore recovery is compared for all 15 patients. In one case, the scattering properties used for the NIRST reconstruction are derived from the individual DOSI measurements. For the comparison case, average DOSI properties for all patients are used, specifically 0.7 for scattering amplitude and 0.45 for scattering power. The results of this comparison are shown in Figure 95.
In examining the correlation between absolute chromophore recovery and fibroglandular to adipose contrast, it is clear that most of the points follow along the 1:1 ratio line. Generally, the correlation fit is better for the contrast recovery case, as speculated during the simulation studies, but there is strong recovery in the absolute sense as well, as shown in Figure 95(b) and (c) respectively.

Figure 95: Graphs comparing absolute chromophore recovery (left) and contrast ratios (right) for individual scattering estimate vs. uniform group scattering estimate as derived from DOSI. Each color in the graphs represents a different chromophore, with red representing total hemoglobin, magenta as oxygenated hemoglobin, green as deoxygenated hemoglobin, teal as water, yellow as fat, and dark blue as oxygen saturation. The black line in each graph represents 1:1 correlation.

Correlation of specific chromophores is quantified through calculation of a correlation coefficient, shown in Figure 96. Overall quantification was excellent for hemoglobin parameters, demonstrably lower for water and lipid measurements, possibly due to lower sensitivity to these chromophores or greater noise in the higher wavelengths.
in NIRST-DBT data, but all correlations were statistically significant. When comparing the absolute chromophore recovery to the contrast ratios, it is clear that for hemoglobin parameters, contrast is the superior metric, with an r value of .97 for HbT compared with 0.89 for the absolute quantification. However, for water and oxygen saturation, comparison of individual values is better. This may be due to the fact that oxygen saturation is already a ratio (HbO/HbT) so it is less affected by changes in scattering.

![Graph comparing absolute chromophore recovery (blue) and contrast ratio (red) correlation coefficients for individual scattering estimate vs. uniform group scattering estimate as derived from DOSI. The line shows the cutoff for statistical correlation, all cases are statistically correlated.](image)

**Figure 96:** Graph comparing absolute chromophore recovery (blue) and contrast ratio (red) correlation coefficients for individual scattering estimate vs. uniform group scattering estimate as derived from DOSI. The line shows the cutoff for statistical correlation, all cases are statistically correlated.

Overall, mischaracterization in absolute chromophore recovery is less drastic than expected from simulation results, likely due to the overall similarity in recovered scattering amplitude and power measured by DOSI, with a coefficient of variation of 17.6%. Additionally, reconstructions of patient data are more heavily damped than phantom data due to the higher noise levels. This might also contribute to the relative similarity between data obtained using individual scattering estimations as compared to a
group value. The correlation of the recovered chromophores (over 0.97 for all hemoglobin parameters when using contrasting values) validates the use of a group scattering estimate across patients for exclusively CW imaging as opposed to measuring each patient individually.

**Normal Subject X-Ray Imaging**

Inaccurate quantification of light scattering can lead to significant errors when recovering tissue absorption. Current normal subject imaging requires the use of two different platforms, NIRST-DBT and DOSI, which are located at separate ends of the hospital. The two techniques employ different geometries so region-based determination of optical scattering is not possible. Scattering information can be obtained via time or frequency domain components for the NIR imaging system, as has been done previously in a NIRST-DBT system built at Massachusetts General Hospital. However, prior work in our group has shown a correlation between optical scattering and breast density, as seen in the bottom right hand side of Figure 97. In an effort to minimize the overall system complexity and to capitalize on the shared information obtained through completely co-registered NIR and DBT data sets, we propose to examine the feasibility of using X-ray pixel intensity as a surrogate marker for scattering in human subjects.
Figure 97: The workflow for normal subject imaging and chromophore recovery.

Current efforts are focused on comparing DBT pixel intensity to the optical scattering obtained from the DOSI system, encouraged by previously published work shown in the bottom right, indicating a correlation between breast density and optical scattering\textsuperscript{77}.

8.1.3. Phantom Calibration

Estimation of breast density quantification has been extensively studied for mammography; we modified prior efforts for DBT\textsuperscript{206,207}. In this case, the system takes images at several projections and different source angles. We examined the central projection image, when the source is directly above the detector, as this is most similar to mammography. We obtained a step wedge phantom consisting of 50% adipose and 50%
fibroglandular tissue mimicking breast tissue. The steps range from 0.5 to 6 cm in 0.5 cm increments, as shown in Figure 98. This phantom was imaged at the same kVp and mAs settings as each normal subject. The mean pixel intensity was recorded for the step corresponding most closely to the breast thickness. This value served as a calibration factor and was divided by the mean pixel intensity for each patient’s raw central projection image. This technique facilitated inter-patient correlation as normal subjects were imaged at settings selected from a look-up table designed to minimize patient dose and maximize contrast.

![Figure 98: (a) The step wedge phantom used to calibrate the patient images and a sample X-ray image of the phantom. (b) An example of the raw central projection image from a normal subject breast. (c) Calibrated X-ray transmission data for all subjects.](image)

Pixel intensity values obtained from the central projection were averaged for the whole breast. These values were calibrated for kVp, mAs, and breast thickness using the results from the previous phantom experiments. The mean breast value was divided by the mean value for the step of the wedge phantoms to produce a rough estimate of calibrated X-ray transmission. These estimates were compared to measured tissue scattering using the DOSI system. Despite different imaging parameters, CC and MLO
views of a given breast are quite similar with less than 10% variation, and there is much greater variation between patients than between views as seen in Figure 98(c).

![Graph showing the DOSI measured scattering power vs. the mean X-ray intensity after phantom calibration for all patients. Fit line was added after dropping patients with higher compression levels.](image)

**Figure 99:** Graph showing the DOSI measured scattering power vs. the mean X-ray intensity after phantom calibration for all patients. Fit line was added after dropping patients with higher compression levels.

CC and MLO X-ray transmission values were averaged and inverted, then compared to DOSI-obtained scattering properties, specifically scattering power and scattering coefficient at 850 nms. DOSI measurements at various points on the breast show minimal variation, between 7 and 9%, and this variation is not correlated to any specific quadrant. The results for scattering power are shown in Figure 99. A clear positive correlation is observed when comparing X-ray pixel intensity with DOSI scattering power; however, a couple of patients do not follow this trend. Further inspection of the data showed that these patients were more highly compressed than others. Specifically, the breast area as measured on the central projection view of the CC scan divided by the breast height measured on the compression paddle was higher. When
women with high compression ratios are removed from the analysis and a linear trend line is added, a good fit is observed with an r value of 0.92.

Scattering estimates from the fit for the scattering power and scattering coefficient at 850 nm were used in reconstructing a single normal subject and compared to a reconstruction of the same normal subject using the optical scattering data obtained from the DOSI system, as shown in Figure 100. The chromophore recovery in this subject was only 7-12% different (depending on the chromophores) using the DBT estimates instead of the measured values. Additionally, there was less than a 1% difference in the contrast between the fibroglandular and adipose in these two cases.

![Figure 100](image)

*Figure 100: A normal subject reconstruction of total hemoglobin, oxygen saturation, water, and lipids for both adipose and fibroglandular regions for two cases: Scattering as determined from (top) the DOSI system and (bottom) the DBT-based estimate using the linear fit for scattering power and scattering coefficient at 850 nm. 208*
8.1.4. Slope-Based Calibration

After obtaining these promising initial results, we have been working in consultation with an expert in X-ray imaging techniques, Dr. Srini Vedantham at University of Massachusetts Medical Center, to develop a more sophisticated approach to analyzing the X-ray phantom data. This method takes into account more than just a single point of measurement, considering the rate of change in pixel intensity for different thicknesses in the hopes that this would improve the relationship between recorded optical scattering and X-ray pixel intensity.

Under mono-energy and parallel-beam approximation, the transmitted X-ray intensity follows Beer’s law, \( I_x = I_0 \exp(-\mu t) \). Using superscript \( b \) and \( p \) to represent breast and phantom images in \((x, y)\) detector coordinates, and after log-transform:

\[
\ln \left[ I^b_{xy}(x, y) \right] = \ln \left[ I^b_0 \right] - \mu_b(x, y) t_b - \mu_s 2t_s + \ln \left[ D_{offset} \right] \\
\ln \left[ I^p_{xy}(x, y) \right] = \ln \left[ I^p_0 \right] - \mu_p t_p(x, y) + \ln \left[ D_{offset} \right]
\]

In the above equation, \( \mu_b(x, y) \) represents the spatially-variant linear attenuation coefficient (LAC) of breast tissue excluding the skin, \( t_b \) represents the breast thickness excluding the skin in the uniform thickness region of the breast, \( \mu_s \) represents the linear attenuation coefficient of skin, \( 2t_s \) represents the thickness of two skin layers (top and bottom), \( D_{offset} \) represents the detector signal offset, \( \mu_p \) describes the linear attenuation coefficient of the phantom material, and \( t_p(x, y) \) is the spatially variant step thickness of the phantom.
Images of the step phantom are acquired using identical technique factors as the breast, i.e., $I^p_0 = I^b_0$, then a calibration curve based on phantom step thickness $r_p(x,y)$ can be generated.

Independent studies\textsuperscript{209,210} have shown that the average breast skin thickness is 1.45 mm.

$$2t_s = 2 \times 0.145 = 0.29 \text{ cm}$$

$\ln \left[ I^p \right]$ represents the spatial average over the uniform thickness region of the breast. Let us represent the LAC of fibroglandular tissue as $\mu_g$. Over the energy range of 10-40 keV that encompasses most of the X-ray spectrum used in mammography and digital breast tomosynthesis, the LAC of the BR-12 material based step phantom approximates that of 50% fibroglandular breast tissue\textsuperscript{211,212}. Also, the LAC of BR-12 is ~22% lower than that of skin over this energy range\textsuperscript{212}. Hence,

$$\mu_p = 0.5 \mu_g$$
$$\mu_s = 1.285 \mu_p$$

For a normal breast with no abnormalities (microcalcifications, cysts, masses, etc.), the breast tissue excluding the skin can be approximated as consisting of adipose and fibroglandular tissue. Hence,

$$\mu_b(x,y) = \mu_g k(x,y) = \mu_p 2k(x,y)$$

Where $k(x,y) \in [0,1]$, where $k = 0$ indicates adipose tissue and $k = 1$ indicates fibroglandular tissue. We are interested in the location-averaged breast density, i.e.,

$$\mu_b = \mu_b(x,y)$$
The method has limitations. It does not account for noise in the measurements or for X-ray scatter, important in DBT as no antiscattering grid is present. It has several sources of uncertainties including assumed thickness of skin layer, which can vary with location and between subjects (range: 0.8 to 2.3 mm). We can make further improvements by including the X-ray spectral model, but the aforementioned limitations would still be applicable.

This method was attempted using a logarithmic transform of the central projection image, and by taking the transform of the mean values from the original image. In both cases, no added benefit was seen by performing this more comprehensive analysis, but a persistent positive trend between calculated fibroglandular percent and optical scattering parameters is noted in Figure 101.

![Graphs](image)

*Figure 101:* These graphs show the relationship between calculated percent fibroglandular content and optical scattering amplitude (left) and power (right). Trend lines show a generally positive correlation between increasing fibroglandular content and optical scattering. Blue data points correspond to the log of the mean of the image, while red data points correspond to taking the average of the log of the image.
Although a positive trend between increasing fibroglandular volume fraction and scattering amplitude and power is present, there is a lot of variability in the results. Most concerning was the non physiological fibroglandular percentages derived from this formula (over 100%), as seen in Figure 101.

This prompted the use of an alternative metric for fibroglandular percentage, the percent of tissue segmented as fibroglandular from the DBT image stacks, as described in Chapter 3. The results from the comparison of fibroglandular content and scattering properties is shown in Figure 102. In these cases, there is a statistically significant correlation between scattering properties and fibroglandular volume fraction ($p<0.02$). X-ray pixel intensity information was not used directly in this analysis but it is evaluated during the segmentation process. All the data points fall within 0.1 for scattering amplitude and 0.2 for scattering power. One downside of using the segmentation-based method is that unlike direct examination of pixel intensity values, it is not possible to assign scattering on a voxel by voxel basis, as the segmentation only produces two regions and DOSI only has a single scattering value. Further work with a tomographic FD imaging system that has at least two tissue regions and comparing the pixel intensity values from the two region segmentation of the DBT images would be helpful in understanding more about how pixel intensity affects optical scattering, but such a system is not available at Dartmouth. Overall, this is the most robust method that was developed
to ascertain scattering from DBT images.

![Graphs showing relationship between fibroglandular fraction and scattering amplitude/power.](image)

**Figure 102:** These graphs show the relationship between volumetric fibroglandular fraction as determined from segmented DBT images and scattering amplitude (left) and power (right).

**Conclusions**

Through simulations, phantoms, and normal subject imaging, the effects of scattering estimation on recovered chromophores was explored in detail for this new exclusively CW imaging system. Results from simulations of normal patients showed lower accuracy in absolute chromophore recovery when using bulk tissue estimates of scattering as opposed to individual region estimates and also indicated that slight mischaracterization of scattering, for example, 20%, could cause a 22-35% change in the recovered hemoglobin levels. These results were worrisome and led to imaging women on both NIRST-DBT and DOSI systems to obtain scattering estimations for the first normal subjects.

The results from the normal subjects showed excellent correlation (r of .97) for comparing fibroglandular to adipose contrast in women using individualized scattering estimates vs. a group estimate based on the average for 15 patients. Looking at contrast
ratios instead of actual chromophore content may mitigate some of the errors induced by scattering mischaracterization. Additionally, optical scattering is greater in tissues with more changes in indices of refraction; typically, cells with extensive metabolic activity have greater scattering than adipocytes. Underestimation of scattering in these regions will lead to an overestimation of absorption to compensate. Hence, if a region of interest has a particularly high amount of scattering, it is more likely to be a tumor than a fluid-filled cyst, and will have higher absorption properties that will increase the contrast between the lesion and the background. In effect, bulk scattering estimation can enhance absorption contrast.

There are some problems with mis-estimation of scattering. It makes it challenging to compare both intra- and inter-patient absolute chromophore concentrations as scattering estimates will be off by a different amount in each patient. Additionally, scattering as a function of breast compression may cause some of the changes in breast absorption properties. An ideal solution would be estimation of tissue scattering from DBT images. This method could provide region- or voxel-based scattering estimates without any additional hardware or imaging time. Several methods for deriving optical scattering properties from DBT were examined, including point and slope based calibration methods as well as segmentation based efforts. Positive trends between increasing pixel intensity and fibroglandular volume as compared to optical scattering were noted, but non physiological calculated fibroglandular content was an issue in the slope based method and a few points quite far from the fit line were noted in the point based method.
Further examination of DOSI results demonstrated a correlation between fibroglandular volume as determined from the segmented breast images, and scattering properties. Using the segmentation of DBT images is the best method for patient-by-patient determination of scattering developed to date. An alternative method may be comparison of Quantra tissue estimates with scattering properties. This has not been tested yet due to the low number of subjects with Quantra data. However, based on the high correlation of contrast measurements, and demonstrated results with prior human subject imaging shown in Chapter 6, the benefit of improving the scattering with this additional tool is unknown at this time and difficult to assess in humans where true chromophore values are unknown. It is not possible to apply this method of segmentation to phantom models, making it challenging to evaluate further.

Overall, it appears that exclusive CW imaging may be useful when examining individual patients or for aggregate analysis, but caution is needed when attempting to draw conclusions from patient comparisons. Clear explanation that absorption properties measured are likely not the absolute values but some bundled effect of both absorption and scattering is necessary when looking at absolute chromophore values. Examination of contrast levels rather than absolute quantification of hemoglobin is likely the plan going forward, to allow CW only use, and mitigate the effects of limited scattering estimation.
Chapter 9: Conclusions and Future Directions

Completed Work

This work concentrates on the development of instrumentation and methods to optimize a novel multimodal imaging platform for testing the hypothesis that NIRST could increase specificity above DBT alone to better distinguish malignant from benign lesions prior to biopsy. This was achieved by building a combined NIRST-DBT system with complete image co-registration. Hardware and software tools were developed simultaneously for successful imaging of phantoms, normal subjects and, finally, women directly prior to breast biopsy. Although it is not possible to draw significant conclusions due to the low number of biopsy patients imaged so far, two malignancies recovered ROI to fibroglandular total hemoglobin enhanced contrast, while all benign lesions had negative or neutral contrast relative to the background tissue, signaling promise for this modality in future large-scale patient studies. Each section of the study results are recapped here, highlighting what is most successful and which directions would be most profitable for future work.

9.1.1. System Design and Instrumentation

Chapter 2 summarizes the process of simulating and building the hardware aspects of the NIRST-DBT imaging system. There were several unique considerations in building the combined NIRST-DBT system that guided crucial hardware decisions. Adding NIRST to an existing imaging technology considerably limited potential tissue geometries and source and detector locations. Typical DBT imaging is performed under breast compression for lower dose and better image contrast. In order to obtain co-
registered data sets for spatial prior guidance, the NIRST exam must be performed under compression as well and thus is necessarily quite short, less than one minute in length. As this system is designed for use after diagnostic X-ray imaging but prior to biopsy on many women, it was important to keep the additional costs of adding NIRST low. Lastly, this system should utilize a more comprehensive approach than the only other existing NIRST-DBT system, located at Massachusetts General Hospital\textsuperscript{40}. A system was designed, operating with extensive CW components with a few FD channels based on the above specifications. Simulations of NIRST reconstruction based on existing clinical DBT dataset channels demonstrated the ability to distinguish benign and malignant lesions and were published as part of this thesis work (Michaelsen et al)\textsuperscript{151}. 

We built a system similar to the simulated design, but lacking FD channels for even greater simplicity. It employed eight wavelengths from 660-940 nm, with a raster scanning mirror system directing light onto the tissue at 77 different, configurable positions, with 75 1 cm x 1 cm photodiode detectors for light collection. One particularly difficult challenge was finding an acceptable material for covering the detector panel while minimally impacting both the near-infrared and X-ray transmissions. Polycarbonate was selected as the best option and when combined with extensive light blocking measures, produced clinical quality DBT images and usable NIRST data. Design of the system was published in a paper by Krishnaswamy et al.\textsuperscript{58} and detailed materials analysis for the detector panel cover was published by Michaelsen et al\textsuperscript{91}. 

9.1.2. Image Formation Methods

Chapter 3 provides background on the physics of light-tissue interaction and
explains NIR spectral region recovery from a mathematical point of view using prior information derived from the DBT images to improve optical reconstruction through synergistic combination of information streams. Spatial priors from the DBT image stack can be used to guide the NIRST estimation. Tissue volume and region basis are defined through the use of carefully segmented DBT images. This process improves spatial resolution of the optical data, aiding the reconstruction model through reduction in the number of unknowns by several orders of magnitude.

As there are currently no algorithms for DBT image segmentation due to the relative newness of this modality, extensive work was performed in collaboration with individuals at the University of Massachusetts Medical Center. Semi-automated segmentation algorithms were developed in MATLAB to separate adipose, fibroglandular, muscle, and tumor tissues. The fidelity of these techniques was tested by comparing calculated fibroglandular volume fraction from the new DBT segmentation technique to an FDA-approved tool for estimation of fibroglandular volume fraction from mammographic images, Quantra (Hologic, Inc). Statistically significant correlation was found between the segmented DBT volume and Quantra estimated the normalized fibroglandular volume fraction with a Pearson r value of 0.66 ($p=0.004$) for 17 cases. Moreover, intra-modality normalized volumetric breast density assessed between two views of the same breast were better correlated with an r of 0.86 ($p=0.03$) in DBT than in mammographic QUANTRA analysis, with an r of 0.57 ($p=0.24$).

Finally, this chapter reviews the automated mesh creation process. This takes segmented DBT images and creates a mesh with the desired number of nodes, with additional capabilities to increase the mesh resolution in a small specific region of
interest. As source and detector positions are fixed for all subjects, their placement on
the tissue volume was easily automated as well. This work is still to be written for
publication, based upon collaboration with our UMass colleagues.

9.1.3. Phantom Imaging

In Chapter 4, extensive phantom results from the development and optimization
of the system are presented. Four different types of phantoms were tested, including a
homogeneous phantom for calibration, a spectral slice phantom for assessing contrast
recovery as a function of inclusion size and depth, hemoglobin phantoms for assessing
linearity of contrast recovery of tissue chromophores, and finally anthropomorphic water-
and lipid-based phantoms to more accurately represent breast tissue chromophore
content.

Homogeneous calibration phantoms are used for the earliest NIRST
reconstructions as well as during scanning of human subjects to account for model-data-
mismatch and inter-source and detector variation as well as differences in virtual source
strength in the model and real laser power at the time of imaging. This chapter describes
a novel algorithm to calibrate NIRST data with respect to a known, absolute reference
phantom, and generate an initial guess without the need for a large data set\textsuperscript{160}.

The spectral slice phantom demonstrated HbT recovery in lesions as small as 7
mm. Recovery was similar for the largest two lesions across all depths. Mis-estimating
the size or depth of a lesion affected the absolute recovery of HbT, especially relevant for
a system relying on DBT images possessing poor z-resolution.
Noting a lack of phantom models that could truly represent the heterogeneity found in breast tissue or that included physiologically relevant water or lipid levels, we created a new phantom recipe described in Chapter 4 and in Michaelsen et al\textsuperscript{213}. The resulting phantoms show consistent recovery within 5% of the actual value obtained on the DOSI system for the physiologically relevant range of 15-85% water content. They are also freestanding and can be molded into different regions, displaying excellent reproducibility and durability at a low cost in terms of time and materials.

9.1.4. Methods for Combined NIRST-DBT Imaging

In preparation for human subject imaging, examination procedures, software tools, and reconstruction strategies were developed for the new NIRST-DBT system. An acceptable patient workflow has been designed to allow full NIRST-DBT imaging in roughly a half an hour after patient consent has been obtained. Software tools using LABVIEW have been developed to control the hardware components. They are highly dependable and easy to use, facilitating quick training of new imagers. Additionally, the LABVIEW code is optimized to minimize examination time and includes graphical feedback of recovered signals for assessment during the exam.

Additional MATLAB software developments were created to help troubleshoot and distinguish problems caused by hardware, software, segmentation, data, or reconstruction efforts. Assigning data points to tissue types helps to identify address problems with reconstruction algorithms and data quality without waiting for complete reconstruction, which is particularly helpful for the large data set created in NIRST-DBT, which can take a day to reconstruct. Additionally, code has been developed for
converting LABVIEW output into reconstruction ready formats with bad data points removed based on experimentally-derived results. The data dropping procedures are robust and semi-automatic, providing inter-patient consistency. Development of these tools and methods provided greater understanding of system issues and was essential for patient imaging.

**9.1.5. Imaging Healthy Volunteers**

The use of healthy volunteers in validating a novel NIRST-DBT combined imaging modality is discussed Chapter 6. A total of 32 normal women with a wide range of breast sizes and densities participated. Usable data were obtained for all women expect the first five cases. Iterative small tweaks were made to the hardware, software, and data post-processing steps, improving the speed and reliability of human subject imaging.

Aggregating results from over eighty scans showed expected trends relative to a wide array of patient characteristics including BMI, breast density, thickness, bra cup size, BMI and percent fibroglandular tissue. Significant correlations for all the major tissue chromophores, hemoglobin, oxygen saturation, water and lipids were found with one or more of the patient demographic categories. Additionally, results were consistent with published literature. This bolsters the argument that an exclusively CW system can produce reliable results in human breast imaging studies.

Since each breast was imaged multiple times, it was possible to assess the reliability of the NIRST-DBT system and segmentation methods, and gain an understanding of the effects of compression. As expected, there were no significant differences between CC and MLO views; more surprisingly there was no difference in
comparing adipose and fibroglandular tissue, likely due to partial volume averaging from poor segmentation. The only statistically significant result \( (p=0.0427) \) was the difference in oxygen saturation between the compressed vs. uncompressed breast scans, with a lower saturation found in the compressed case. Overall, individual patient correlations for the images taken at compressed and uncompressed levels are quite high, indicating that it may be possible to obtain accurate chromophore recovery using NIRST at lower compression levels, with DBT at typical mammographic compression. Imaging of healthy volunteers provides information about the metabolic content of healthy breasts, is critical for the validation of new modalities and is the most realistic test that an imaging system can undergo before examination of abnormal tissue.

9.1.6. **NIRST-DBT Lesion Characterization Methods**

Chapter 7 presents recruitment strategies for DBT-guided near infrared spectroscopy of women recommended for biopsy, as well as individual case results. At the time of this writing, thirteen women have been imaged with the NIRST-DBT system, with six presented here. Data from two subjects were unusable in our present reconstruction algorithm (one case may be salvageable with proposed changes described in the future directions section, while the other has a lesion visible in only one view). The small size of lesions in this study, while a testament to the efficacy of annual breast screening, poses particular challenges for NIRST-DBT. By incremental enlargement of tumor regions, greater contrast and stability in the reconstruction was achieved.

Results from this study will influence how future NIRST-DBT data are analyzed, particularly with regards to regularization and the role of sensitivity, noise and tumor
size. More subjects must be imaged and analyzed before the hypothesis presented through case studies here can be confirmed. Overall, these earliest results are promising, with a 20% difference in contrast between malignant and fibroglandular tissue and only 2.5% difference in contrast between benign and fibroglandular tissue when cysts and edge lesions are excluded. This result was not statistically significant due to the low patient volume.

9.1.7. The Role of Scattering in NIRST of the Breast

Sprinkled throughout this entire thesis are issues related to optical scattering (a process 100 times more likely than absorption), which is not adequately recovered using an exclusively CW imaging modality such as the NIRST-DBT system. The final chapter in this thesis attempts to more cohesively discuss the issue of scattering as it relates to the ability of the NIRST-DBT platform to successfully distinguish between benign and malignant lesions, the ultimate goal of this project.

Results from simulations of normal patients showed lower accuracy in absolute chromophore recovery when using bulk tissue estimates of scattering as opposed to individual region estimates and also indicated that slight mischaracterization of scattering, for example, 20%, could cause a 22-35% change in the recovered hemoglobin levels. These results are worrisome and led to imaging women on both NIRST-DBT and DOSI systems to obtain scattering estimations for the earliest normal subjects.

Comparing normal subjects showed excellent correlation (r of .97 vs. .89) for using fibroglandular to adipose contrast in women using individualized scattering estimates vs. a group estimate based on the average for 15 patients. Looking at contrast ratios of
hemoglobin instead of actual chromophore content may mitigate some of the errors induced by scattering mischaracterization. For this reason, contrast ratios are used in examining the biopsy cohort.

There are some problems with misestimating scattering. It makes it challenging to compare both intra- and inter-patient absolute chromophore concentrations as scattering estimates can be off by a different amount in each patient. An ideal solution would be estimation of tissue scattering from DBT images. This method could provide region- or voxel-based scattering estimates without any additional hardware or imaging time. Several methods for deriving optical scattering properties from DBT were examined, including point and slope based calibration methods, as well as fibroglandular volume from DBT segmentation. Positive trends between increasing pixel intensity and fibroglandular volume as compared to optical scattering were noted but were hampered by high variability, the lowest of which was found in the case that used DBT segmentation to calculate the fibroglandular volume. These experiments pose a particular challenge in that human subject results have no true known value, just expected ranges, and phantoms do not display the same DBT pixel intensity heterogeneity found in patient scans. It may be possible to further examine the effects of using a single bulk estimate vs. individual DBT segmentation based values in subjects with tumors, examining how the difference scattering values changes contrast in benign and malignant lesions. This analysis, however, requires a larger patient cohort than is currently available.
Future Directions

The NIRST-DBT system has been tested, optimized, and successfully used for imaging healthy and diseased breasts. Based on this initial work, there are several areas for future development involving hardware changes for a second generation prototype, NIRST modeling for reconstruction, and phantom studies to further optimize the system.

9.1.8. Hardware Developments

9.1.8.1. New Detector Panel

Ongoing normal subject studies have highlighted some areas for improvement for the next generation design. The current detector panel has two large SCSI connectors that are relatively short and do not securely attach to the PCB. This has limited our imaging efforts to the right breast only in many cases. In addition, these cables have loosened and detached from the detector panel during patient imaging sessions as the detector is removed for DBT imaging. Also, working with the optical cart in such close proximity to the patient interface limits the ability of the technologists to access this area for patient positioning.

The detectors in the current design output voltages that span about 2.5 orders of magnitude. This appears sufficient for chromophore recovery for the phantom with larger inclusions and normal subject studies performed to date. However, increasing this span will increase the amount of usable data and potentially improve imaging sensitivity. Our current design uses only half (0-10V) of the output available with the photodiode detectors (-10-10V). Using the full range of will increase the dynamic range of the system and may improve recovery of metabolic tissue markers.
A third area for improvement in the detector’s arrangement is on the PCB board. Decreasing the space between detectors on the PCB and using a breast-shaped imaging pattern would allow for a greater number of detectors to collect usable data during an experiment, especially for small breasts. Currently there are about 1.2 cm of space between each detector; in the next generation this space will only be 0.5 cm. Additionally, the detectors should not be arranged in a rectangular pattern but in a breast shape, with a greater number of detectors in the rows closest to the chest walls. A radiologist has been consulted in development of the proposed design to ensure that adequate coverage for both CC and MLO views is possible in this scheme.

To address both the cable and range issues in the second-generation system, the analog-to-digital conversion will take place within the detector panel itself. This will eliminate the need for bulky cables; only a small USB connection will be required. This USB connector can be much longer than the current cables, easing the space constraints that currently hamper system usage and patient exam workflow. Also, direct connection with the digitization circuitry will double the range of measurable signal. This is accomplished via a voltage conversion from the -10 to 10V range of the detectors to +0-20V through an operational amplifier for each detector. These voltages are then digitally converted on a connected PCB contained within the same detector case. Adding these components to the detector panel will slightly increase its height, requiring modification to the detector panel case to accommodate the greater thickness. Mock-ups of the next generation detector panel and case are shown in Figure 103. This effort is spearheaded by Prof. Venkataramanan Krishnaswamy.
9.1.8.2. Clinical Unit Attachment

In preparation for a multi-center clinical study with the broadest possible appeal, the next generation prototype NIRST-DBT system is designed to attach to clinical Hologic Dimensions 2D/3D breast screening platforms. Versatility and the ability to perform NIRST-DBT scans anywhere a Dimensions unit exists were the main drivers behind this decision. Space is at a premium in most hospital environments and the NIRST-DBT unit requires a specialized and dedicated room for its use, which may not be justifiable without a large stream of research participants. By operating as a removable attachment, NIRST-DBT imaging could be performed while still meeting current clinical DBT needs.
The ease of use of this attachment is essential to ensure the success of this NIRST-DBT prototype. Currently, we plan to use a commercially available biopsy attachment modified to hold the new detector panel and case, as shown in Figure 104. The light source will be attached to the X-ray gantry using a mechanism that allows for repeated, precise positioning in the same location and does not otherwise affect operation of the DBT unit.

There are other benefits to using a newer DBT imaging system beyond facilitating trials at other institutions. The Dimensions unit is capable of taking both 2D and 3D images; 2D is not possible on the current Genesis unit. Additionally, the new clinical DBT has a much larger detector so that women with the largest breasts can be fully imaged in one scan. As we currently exclude women with breast that require more than one DBT scan for full coverage out of dose concerns, this larger detector panel will increase our potential population for study enrollment. Lastly, a force sensor is present on the Dimensions unit, which will strengthen our understanding of the effects of compression on chromophore recovery.

9.1.8.3. Source Strength Measurement

When imaging small sized phantom inclusions, variations in the laser source strength can be of the same magnitude as signal attenuation from contrast, diminishing the signal to noise ratio, as noted in chapter 4. A simple solution, feasible on the current prototype as well as in future designs, has been created and is nearly ready use. A small
portion of the laser light output is tapped before the laser scanning mirrors. The optical fiber is embedded directly in the back left corner photodiode of the detector panel (which is most infrequently covered with breast tissue during a scan). This is accomplished through a small fixed enclosure that keeps out all other light sources and is only 2 mm higher than detector panel itself, so it doesn’t impede detector removal during the scan. The photodiode is a real-time monitor of the source signal strength and can be used to calibrate out random fluctuations, decreasing noise.

9.1.8.4. Elimination of Breast Shroud

Without black-covered foam and wire breast shroud that cups the breast during the NIRST scan, data would be unusable. The shroud blocks light transmission to detectors that are not covered by the breast tissue, limiting signals from impinging on the polycarbonate detector cover and channeling spurious light signals to far off detectors as shown in Figure 105. The shroud works fairly well, although lipid recovery may be depressed in cases where positioning is not perfect and some detectors are still exposed, as mentioned in Chapter 6, because channeling is strongest at the highest wavelengths. There are some challenges associated with the shroud, however. It can be difficult to position; asking patients to hold the shroud can help in some cases, but there are just some positions where the shroud cannot obtain close enough contact with the breast. A second-generation shroud has been built to potentially ameliorate this situation, but completely getting rid of the shroud would be an even greater improvement for several reasons. First, it takes time to position the shroud. We estimate that about four minutes of the thirty-minute exam are spent trying to get the shroud in an optimal position.
Secondly, breast technologists often use finger pressure on the breast to assert whether or not a compression level is sufficient. This is not possible with the shroud in place.

![Signal from all detectors for a phantom scan imaged (a) with the shroud and (b) without the shroud.](image)

Efforts to eliminate the shroud involve a short survey scan using NIRST, in which detector signals can be used to determine the extent of the breast tissue; detectors that are not covered are not read during the DAQ readout, as their signals are not useful. This survey scan could also be useful for on-the-fly configuration of light source positions to maximize sensitivity and minimize exam time.

### 9.1.9. Software Developments

From a software standpoint, there are many areas for further study that could improve NIRST recovery. With a large cohort of normal and abnormal NIRST-DBT breast data sets (over 150 to date), it may be possible to improve lesion detection and sensitivity along the breast edges as well as contrast in regions of interest.
9.1.9.1. Regularization, Noise and Lesion Size

Noise in NIRST data sets is considerably variable, depending on shroud breast contact, source and detector variation, and other factors that vary in a unique way for each case. Regularization is important for noise suppression, so rather than a uniform regularization value, it may be possible to determine an optimal regularization value on a patient-by-patient basis. Utilization of correct regularization is important because data over-smoothing can eliminate contrast while under-smoothing can cause spurious noise domination. An analogous argument can be made for expanding tumor boundaries, as too large an expansion will diminish the impact of the actual tumor signal when averaged with the background. Perhaps some measurement of data noise (based on the standard deviation off the slope of the log amplitude vs. source detector distance graph) and tumor sensitivity could predict optimal tumor volume and regularization. An especially helpful method would dictate optimal values prior to reconstruction, saving computational time currently spent running multiple tumor sizes or regularization values.

9.1.9.2. Estimation of Optical Scattering

As described extensively in Chapter 8, deriving optical scattering properties from DBT images was moderately fruitful when using DOSI as the known scattering values, but there was still some variation in the data even while using the best DBT segmentation based method. Comparing DBT images and tomographic optical FD reconstructions with different regions is one alternative approach but difficult to achieve approach. A second option would be to use some basic guidance from the DBT imaging as well as the physiological constraints of water and lipids in the breast to calculate optical scattering.
and power. More specifically, this involves using the breast density categorization from the radiologist to determine the expected water-to-lipid ratio from literature data or the results of Chapter 6 on water and lipid content by density. Using expected lipid-to-water contrast, as well as a second equation (total water and lipid fraction should equal 1), it is possible to solve for both scattering amplitude and power. This could be a viable alternative that is more patient specific than a singular scattering estimation used across all subjects.

9.1.9.3. *Inclusion of Chest Wall Data*

In the current reconstruction scheme, all data points less than 1.5 cm from the tissue boundary are discarded despite the important additional information they possess because the tissue boundaries are not adequately modeled. For the chest wall side in particular, an end to the tissue is modeled when clearly the patient’s actual body continues. The other edges are not representative either as they do not mimic breast curvature. Instead of creating precise volumetric breast models, we would consider a semi-infinite slab model, or at least a breast model with edges extended beyond the true tissue edges. It may be possible to include previously discarded detectors by placing the sources and detectors spaced as before, but well away from the mesh edges, and labeling the regions within imaged DBT volume, leaving the rest of the nodes to be a part of a separate region. In some cases, it may be possible to reconstruct previously unreconstructable data from patients with small breasts, but at the cost of additional computation time due to the increased size of the mesh.
9.1.9.4. *Source Position and Scan Optimization*

The raster scanning source is highly configurable. Currently, there are three source patterns that are used depending on breast shape. Additional patterns, specifically those that are optimized for MLO views would improve our sensitivity to lesions in the upper quadrant. Further optimization is possible on a patient-by-patient basis through a survey NIRST scan that determines the breast extent and positions the source only at locations within the tissue. Additional studies could optimize the number and spacing of source positions, possibly decreasing the examination time without adversely affecting the NIRST chromophore recovery.

9.1.9.5. *Distributed Sources and Detectors*

In all cases reconstructed in this thesis, sources and detectors were modeled as points, a clear deviation from the actual geometry, which has source diameters of 1 cm$^2$ and detector active areas of 1 cm$^2$ as well. We could approximate light detectors as centimeter squares, but the code was not optimal; it considered each tetrahedral element covered by the detector to be separate, adding the contributions of all elements after the fact. It also took a long time to run and did not appear to greatly alter the data. With actual NIRST-DBT data, it would be a good idea to reexamine the impact of distributed sources and detectors using a more optimized code.

9.1.10. *Phantom Experiments*

As detailed in Chapter 4, significant work went in to the creation of anthropomorphic breast phantoms with accurate water and lipid quantities. The main purpose of doing so was to test the ability of the NIRST-DBT system to appropriately
quantify water and lipid content; however, time constraints and a focus on patient imaging prevented this from happening. It is clear from the results shown in Chapter 6 that the NIRST system does detect changes in breast composition, with higher water and lower lipids found in denser breasts. However, as documented in case examples in Chapter 7, it is unclear how well this is accomplished in small lesions. Phantoms containing physiologically relevant water and lipid content have been imaged on the NIRST-DBT system for homogeneous cases and will be reconstructed in the future to assess the ability of our limited high wavelength dataset to discriminate water and lipid content in both large regions and small inclusions.

9.1.11. Final Remarks

This new multimodality imaging platform has successfully imaged women of all kinds and shown some ability to distinguish benign from malignant lesions in limited early trials. The biggest technical challenge for NIRST-DBT is detection of contrast for lesions of a small size, in some cases not even masses but collections of microcalcifications only a millimeter or two in diameter. This is difficult because small deviations from normal tissue will only slightly perturb the light signal, both on account of their size and the smaller in vivo metabolic changes when compared to a more fulminant tumor. Improving the signal-to-noise ratio is of the utmost importance for optimizing the NIRST-DBT system. Many experiments and processes described in this thesis are aimed at decreasing signal noise levels, but there are still several areas for future improvement, such as implementation of a source strength measurement or more accurate breast volume and source and detector modeling. An alternative approach
would be to augment the existing signal through exogenous contrast agents such as indocyanine green. For the short term, imaging a larger cohort of biopsy patients will assist in determining if current signal-to-noise levels are sufficient for accurate discrimination of benign and malignant lesions.
### Appendix A: Original Settings for DBT Images

#### 2. TOMO TECHNIQUE CHART

**Standard paddle operation**

<table>
<thead>
<tr>
<th>Thickness (mm)</th>
<th>Fatty</th>
<th>Normal</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>filter</td>
<td>kV</td>
<td>mAs</td>
</tr>
<tr>
<td>20</td>
<td>Al</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>25</td>
<td>Al</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>30</td>
<td>Al</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>35</td>
<td>Al</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>40</td>
<td>Al</td>
<td>28</td>
<td>42</td>
</tr>
<tr>
<td>42</td>
<td>Al</td>
<td>29</td>
<td>38</td>
</tr>
<tr>
<td>46</td>
<td>Al</td>
<td>29</td>
<td>44</td>
</tr>
<tr>
<td>50</td>
<td>Al</td>
<td>29</td>
<td>52</td>
</tr>
<tr>
<td>55</td>
<td>Al</td>
<td>29</td>
<td>64</td>
</tr>
<tr>
<td>60</td>
<td>Al</td>
<td>29</td>
<td>78</td>
</tr>
<tr>
<td>65</td>
<td>Al</td>
<td>30</td>
<td>82</td>
</tr>
<tr>
<td>70</td>
<td>Al</td>
<td>30</td>
<td>98</td>
</tr>
<tr>
<td>75</td>
<td>Al</td>
<td>31</td>
<td>98</td>
</tr>
<tr>
<td>80</td>
<td>Al</td>
<td>31</td>
<td>112</td>
</tr>
<tr>
<td>85</td>
<td>Al</td>
<td>32</td>
<td>114</td>
</tr>
<tr>
<td>90</td>
<td>Al</td>
<td>32</td>
<td>130</td>
</tr>
</tbody>
</table>

Dose Value of 145mrad (1.45mGy) for a 4.2cm Normal Breast
Appendix B: Modified Settings for DBT Images

<table>
<thead>
<tr>
<th>mm</th>
<th>Fatty</th>
<th>Normal</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>30</td>
<td>48</td>
<td>32</td>
</tr>
<tr>
<td>55</td>
<td>30</td>
<td>58</td>
<td>32</td>
</tr>
<tr>
<td>60</td>
<td>32</td>
<td>60</td>
<td>33</td>
</tr>
<tr>
<td>65</td>
<td>32</td>
<td>60</td>
<td>33</td>
</tr>
<tr>
<td>70</td>
<td>32</td>
<td>68</td>
<td>34</td>
</tr>
<tr>
<td>75</td>
<td>33</td>
<td>68</td>
<td>35</td>
</tr>
<tr>
<td>80</td>
<td>34</td>
<td>71</td>
<td>36</td>
</tr>
<tr>
<td>85</td>
<td>34</td>
<td>72</td>
<td>37</td>
</tr>
<tr>
<td>90</td>
<td>35</td>
<td>80</td>
<td>37</td>
</tr>
</tbody>
</table>
Appendix C: Patient Imaging Checklist

Before the exam:
- Calibrate the system with the sliced phantom
- Make sure there is $50 in the envelope with the patient’s name
- Place the shroud
- Make sure there is an appropriate gown in the room

With the patient:
- Bring the patient in from the waiting area
- Consent the patient and explain the procedure
- Give the patient the gown and wait outside as she changes

Running the test:
- Help the technician to position the patient
- Read the paddle height
- Enter the data into the computer – start the threshold at 3
- Tell the patient that the lights will be turned off
- Run the test

Transition to TOMO:
- Remove the shroud and the detector panel
- Stand behind the protective glass

Increasing the Compression:
- Slide the detector panel and the shroud back in
- Help the technician to increase the compression
- Check the paddle height
- Change the information on the computer and rerun the test

Transition to TOMO:
- Remove the shroud and the detector panel
- Stand behind the protective glass
Transition period:

- Ask the patient for age, height, weight and bra cup size
- Position the detector panel and the shroud

Repeat procedure for either the other breast or for MLO.
Appendix D: Detailed Steps for Patient Imaging

Imaging a Normal Patient:

1. Calibrate with the sliced phantom:
   a. Create the folder with the current date
   b. The settings should be on the “homed” attenuator settings
   c. Make sure the black cloth is on the plastic top
   d. Make sure to bring the plastic plate to the top of the phantom
   e. Run the phantom under the large, medium and small settings – making sure to change the name each time

2. Prepare for the patient
   a. Make sure the envelope has the money, letter and the patient’s name
   b. Make sure there is a gown in the room
   c. Place the (cleaned) shroud on the panel – usually start with the medium size
   d. Change the threshold to 3
   e. Change the file name to CC

3. Consent the patient
4. Give the patient the gown, say that it should be open in the front
5. Help Joyce to position the patient, making sure that the shroud is as close to the body as possible so that it covers most of the exposed panel
6. Read the paddle height
7. Make sure that the correct size – small, medium or large is selected
8. Turn off the lights and run the test
9. Turn the lights back on and help Joyce with increasing the compression
10. Record the new paddle height and change the threshold to the past highest threshold
11. Run the test
12. Remove the detector panel and the shroud
13. Step back behind the shield as the X-ray is being taken
14. Intermission – ask about the:
   a. Age
   b. Height
   c. Weight
   d. Bra cup size
   e. Whether still has periods
15. Put the detector panel back on and the shroud – help Joyce as she rotates
16. Change the file name to MLO
17. Equalize again
   a. For MLO, always use size medium or larger!
18. Run the test
19. Help with the increased compression
20. Patient is done! Let her change and then give the envelope.

Imaging a biopsy patient:

1. Calibrate with the sliced phantom:
   a. Create the folder with the current date
   b. The settings should be on the “homed” attenuator settings
   c. Make sure the black cloth is on the plastic top
   d. Make sure to bring the plastic plate to the top of the phantom
   e. Run the phantom under the large, medium and small settings – making sure to change the name each time

2. Prepare for the patient
   a. Make sure the envelope has the money, letter and the patient’s name
   b. Make sure there is a gown in the room
   c. Place the (cleaned) shroud on the panel – usually start with the medium size
   d. Change the threshold to 3
   e. Change the file name to (right/left)CC

3. Consent the patient
4. Give the patient the gown, say that it should be open in the front
5. Help Joyce to position the patient, making sure that the shroud is as close to the body as possible so that it covers most of the exposed panel
6. Read the paddle height
7. Make sure that the correct size – small, medium or large is selected
8. Turn off the lights and run the test
9. Take out the shroud and the detector panel – Joyce will take the X-ray.
10. Put the detector panel and shroud back on.
11. Increase the compression.
12. Record the new paddle height and change the threshold to the past highest threshold
13. Run the test
14. Remove the detector panel and the shroud – Joyce will take the X-ray.
15. Intermission – ask about the:
   a. Age
   b. Height
   c. Weight
   d. Bra cup size
   e. Whether still has periods
16. Do the same thing on the other side, but be sure to change the file name to (left/right) cc!
17. Patient is done! Let her change and then give the envelope.
Collection of Data for Analysis:

1. Copy the NIRST files from that day onto a hard drive and then put that on Jumbo in a folder that has the Patient Number → NIRST → Left vs. Right → CC vs. MLO → Compressed vs. Uncompressed
2. Open the data on the other computer and reconstruct the images:
   a. Open MView on both the left and right monitors.
   b. Search for the files under the aws drive. (You should have the numbers that Joyce will give you that correspond to the patient from that day).
   c. Once the images have finished loading, click on Tomo → Reconstruct. This takes a while to load.
   d. When the reconstruction is finished, go to File → Save all w/o gain map. Click on Desktop → shortcut to patient scans. Create a folder with the patient number. Inside that patient folder, make another folder for CC and another folder for MLO. Save the images in the appropriate folder.
3. Put that data on a hard drive, and then put that on Jumbo in a folder Patient Number → DICOMS → Left vs. Right → CC vs. MLO

*Note – the organization of the folders to save the files may be different depending on whether the patient is a biopsy patient or a normal patient. Look at patient 10 for an example of how to organize a normal patient, and patient 201 for how to organize a biopsy patient.

Data Analysis:

Running the Program

1. Make sure the files are organized correctly on Jumbo!
2. Login in to isotope.
3. ssh into the Jumbo server.
4. In matlab, open up the “new_raw2nirfast_jumbo” file
5. Change the patient number and the file name
   a. The file name should say “left/right” and “compressed/uncompressed” depending on which one you want.
6. It is usually useful to run the code by section so that if there is an error, you don’t have to rerun the whole code
7. Once the first section is done running, run the second section. An image of the breast will come up
   a. Look for areas of the breast that appear to completely thin out along the top and bottom. (This will basically appear as a thin line of red pixels toward the top and bottom).
b. Use the “clicker” tool at the top to zoom in and note where the line starts forming from the breast
8. Press the right arrow on your keyboard (as if you were scrolling) and it will ask you if you want to delete pixels, above or below a certain value. Enter in the pixel values that you noted above. This will black out the thin lines.
9. Take a screen shot of the image at slice 0.
10. Scroll through the images with the right arrow on your keyboard. It will run through all the images once as you click through, and then once on its own much faster.
11. Run the next section of code. Possible issues that may come up:
   a. If the breast is really small, sometimes it is necessary to change the edges value. Scroll through the code and find where it asks for inner edges. It usually says 50, but for a smaller breast, change it to a smaller number. (I usually decrease to 40, then 30 depending on whether it works or not).
12. While this part of the code is running, 6 figures will be produced. Take a screen shot of each of these figures.
13. Put the figures in a PowerPoint with the screen shot of slice 0. Make sure to note which side of the breast, whether it is CC or MLO and whether it is compressed or uncompressed. Also note whether the edges were changed.
14. Check to see if the graphs look good! You want to see good linear fits. Especially for smaller breasts, sometimes the program gets rid of too much data (the data that is kept is in blue; the data that is not kept is in red). In that case, go back and make sure the edges value is small enough.
15. Run the last section of the code: this should delete the files from the side in MatLab (you want these to be cleared so that the next patient doesn’t use the images from the previous patient). Check to make sure it is saved properly – there should be a folder on Jumbo under the patient name → NIRST → Processed.

Reconstruction:

1. resave the “testcalcallproperties” code as a new script with the name “testcalcallproperties_pt#” for each patient that you want to reconstruct. You can run up to 5 at a time.
2. Open a non interactiver terminal
3. Type “screen”
4. Type “matlab<testcalcallproperties_pt#.m> date_pt#.log”
5. Press Cntl + a + d
6. Logout
7. Repeat for each of the new scripts that you made. (Each new script should correspond to a different patient).
8. Once you logout, you can leave the computer. It will run overnight.
9. The next day, check to see if the reconstructions worked. On jumbo, open the patient number → NIRST → reconstructions.
10. Open up the text files. The one with more numbers is the wavelength-by-wavelength data for standard reconstructions, each column is a region, typically fat, then fibroglandular, then tumor. The final column is the values used for calibration.

11. In the spectral text file the data displays:
   a. The first row shows fat (or whatever is labeled region 1)
   b. The second row shows fibroglandular (or whatever is labeled region 2)
   c. The third row will show the tumor if there is one
   d. The first column is oxygenated hemoglobin, then deoxygenated hemoglobin, then water and lipid percentages.
   e. Check to make sure that the percentages are all less than 1 and that there are no zero or negative values in any of the data points.
   f. Check this data against the figures in the powerpoint that were previously created to see if they make sense. Keep in mind that hemoglobin usually absorbs at a lower wavelengths than fat and water.
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