TICS 2094 No. of Pages 2

Learning from Others,
out with What
Confidence”

Alireza Soltani'*

A recent study by Zhang and
Glascher (2020) in humans exam-
ines learning from one’s own ver-
sus others’ actions under reward
uncertainty. Comparing findings
from this and non-human studies
on learning under perceptual un-
certainty suggests a unified role
for confidence in learning under
different types of uncertainty across
mammalian brains.

Imagine driving down a highway during
heavy rain when you have to constantly
adjust your speed based on how well you
can control your car. A few minutes later
when the rain is over, you see cars in
front of you slowing down (perhaps due
to an accident) and some are exiting the
highway to avoid traffic. You then start
deliberating whether you should exit or
not. Although you are learning from your
actions versus others’, in both cases —
deciding how fast to drive and deciding
whether to exit — you make predictions
about the uncertain world and adjust
these predictions based on your confi-
dence in your choices with little feedback.

Confidence in our choices could modulate
how much we learn from each feedback
or without any feedback [1]. However,
proper use of confidence requires incor-
porating feedback from the environment
to adjust our confidence or we end up
with dogma (Figure 1). But to what extent,
do similar mechanisms support the inter-
action between learning and confidence
in social versus nonsocial settings?

Recently, Zhang and Glascher [2] ex-
tended a nonsocial learning paradigm

known as probabilistic reversal learning
(PRL) to examine how learning from others
is integrated with learning from oneself and
the role of confidence during this process.
In their task, five participants simulta-
neously chose between two stimuli that
provided rewards with complementary
probabilities, with the probabilities assigned
to the stimuli switching every 8-12 trials.
After each participant made their choice
and reported their confidence (by placing
a bet), they observed what the other par-
ticipants had chosen and were allowed
to adjust their choice (and bet) before
receiving reward feedback. This allowed
the authors to examine how observing
others’ decisions influenced the partici-
pant’s choice, confidence, and subse-
quent learning. The authors found that
participants’ choice accuracy and the
amount they bet increased after seeing
others’ decisions. In addition, when par-
ticipants stayed with the stimuli they orig-
inally selected or switched their selection,
increase in accuracy and bet were larger
with larger group consensus.

To reveal underlying mechanisms, Zhang
and Glascher [2] fitted the data using
multiple computational models. In the
best-fitting model, subjective values of
options were a linear combination of two
separate learning systems: participants’
estimates of reward probabilities (direct
learning) and discounted cumulative re-
ward history for group members (social
learning). Using brain imaging, they identi-
fied neural correlates of direct and social
learning systems in ventromedial prefron-
tal and anterior cingulate cortex (ACC),
respectively, and these signals seemed
to interact via the putamen (Put). They
also found representations of reward pre-
diction error (RPE = difference between
expected and actual reward) in ventral
striatum/nucleus accumbens as well as
a novel social prediction error (SPE =
difference between actual and expected
group consensus) in the left-Put. At a
mechanistic level, variants of RPE can be
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used for volatility estimation and learning
adjustment, whereas variants of SPE
can be used to determine the weight of
social information on the overall value,
as suggested by models of learning
under uncertainty [3].

These results show parallels with those
of other studies examining the role of
confidence in learning in nonsocial set-
tings and under perceptual uncertainty.
For example, Sarafyazd and Jazayeri [4]
trained monkeys to first report the current
rule of a task, which could reverse unpre-
dictably, and then make a choice based
on a sample time interval and the current
rule (e.g., make a pro- or antisaccade if the
interval is shorter/longer than a specific
value). They showed that a confidence-
based switch model, in which the animal
updates evidence for a switch in rule on
each error trial based on the expected ac-
curacy of the previous trial, could account
for their data. Moreover, using single-cell
recording and microstimulation, they dem-
onstrated that ACC represents cumulative
switch evidence and is crucial for switching
behavior. Evidence for switching from the
current rule is similar to adjustments in
choice according to group consensus,
and the role of ACC in both computa-
tions is intriguing.

Using PRL under perceptual uncertainty,
a recent study in rats also demonstrated
that ACC is crucial for confidence com-
putation and that benefits of confidence
for learning disappear or reverse with in-
hibition of ACC [5]. It has been suggested
that ACC’s contributions to confidence
computation stem from its ability to inte-
grate reward and error on long time-
scales [4,6,7]. ACC can also integrate
choice outcomes on longer timescales
than other cortical areas implicated in
reward and choice processing [8]. This
finding is significant because the history
of ones’ choices could be used to deter-
mine confidence in both nonsocial and
social settings.
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Figure 1. Role of Confidence in Learning under Uncertainty. (A, B) Schematic of a general task for learning
under uncertainty. Participants choose between two actions (go left vs right) upon observing an ambiguous
sensory stimulus while reward contingencies change unpredictably between blocks of trials. (C) Values
associated with different actions and other sources of information are combined to make decisions and yield
confidence readout. Values are updated based on choice and reward feedback. Value updates could be
modulated by confidence while reward feedback can adjust confidence. Numbers and the question marks in
brackets indicate specific studies examining each contribution and unexamined links see [2,4,5,9].

Finally, Lak and colleagues demonstrated
that across mammalian species, percep-
tual choice is influenced by confidence
(difficulty of judgment) in the previous trial
such that psychometric function is shifted
toward the previously chosen side more
strongly if the previous trial was more diffi-
cult [9,10]. They explained this observation
by assuming the subjective value of the
chosen option is multiplied by sensory
confidence. It is yet to be determined
how confidence in others’ choices modu-
lates the weight of others’ experiences on
the overall subjective value. Nonetheless,
confidence can provide missing graded-
ness for learing from binary reward feed-
back and modulate learning of subjective
values when there are other sources of
uncertainty (Figure 1C).
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Observing others’ choices changes our
confidence and future learning. Although
Zhang and Glascher [2] did not find neural
correlates of confidence, they observed
positive and negative correlation of left-
Put activity with actual and expected con-
sensus (i.e., SPE). SPE could provide the
missing link because, similar to how value
differences contribute to confidence in
one’s own learning, SPE can be used
to assess validity of the participant’s
model of the group and thus, confidence
in others’ choices. Ultimately, the brain
could perform similar computations to
estimate confidence in our own and
others’ choices.

The aforementioned studies provoke inter-
esting ideas and raise new questions.
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How do reward outcomes and confidence
in preceding trials determine weights of
different information on choice? How
does the brain estimate confidence for
external sources of information such as
others’ choices? Why is ACC involved in
valuation of social information, computa-
tion of confidence for ambiguous sensory
stimuli, and estimation of volatility in the
environment? As hinted above, a cross-
species approach could provide important
insights into these questions.
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