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Background: Because of small sample sizes and low event rates,

risk-adjusted surgical outcomes often do not meet reliability

benchmarks for distinguishing hospital performance. Nonetheless, it

is unclear whether these measures may still be useful for predicting

future hospital surgical performance.

Methods: We used national Medicare data to analyze patients un-

dergoing colectomy from 2007 to 2010 (n = 462,959 patients). We

first quantified 2007–2008 outcome reliability (ability to differ-

entiate quality differences) and ranked hospitals based on their

2007–2008 risk-adjusted outcome rates. To assess the ability of

adjusted outcomes to predict true performance, we evaluated future

(2009–2010) outcomes across quintiles of past performance. We

then systematically sampled 2007–2008 cases to evaluate perfor-

mance prediction when hospitals’ past performance was measured

with progressively lower reliability levels.

Results: Outcomes in 2007–2008 were good predictors of outcomes

in the next 2 years (2009–2010), but predictive strength depended

upon reliability. With progressive sampling of 2007–2008 caseloads,

outcome reliability and predictive strength decreased. With 100%

sampling of 2007–2008 caseloads, the worst versus best hospital

quintile based on past performance had 1.52 [95% confidence interval

(CI), 1.44–1.60] times the odds of mortality and 1.50 (95% CI,

1.44–1.56) times the odds of complications in 2009–2010. With 10%

sampling, outcome reliability was well below commonly accepted

benchmarks, but the worst quintile of hospitals in 2007–2008 still had

1.12 (95% CI, 1.06–1.19) times the odds of mortality and 1.16 (95%

CI, 1.11–1.21) times the odds of complications in 2009–2010 com-

pared with the best quintile of hospitals.

Conclusions: Even at very low reliability levels, risk-adjusted

outcome measures may distinguish best and worst hospitals’ sur-

gical performance. This study suggests that commonly accepted

reliability thresholds may be too high, especially in the context of

selective referral.
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Performance measures are increasingly prominent in
policy initiatives for identifying high-quality hospitals.

Perhaps, because it is easy to measure, hospital volume has
been central to many existing programs. For example, to
identify top-performing hospitals selective referral initiatives
such as the Leapfrog Group, Blue Cross Distinction Centers,
and Centers of Excellence programs establish procedure
volume thresholds to identify hospitals where patients should
undergo high-risk surgery.1–4 Because of increased recog-
nition of the limitations of volume thresholds for identifying
top-performing centers, some authors have suggested using
direct outcome measures to benchmark hospital surgical
performance.5–9

However, it is unclear whether outcomes can be reliably
used to assess hospital performance. Analogous to power
calculations designed to minimize type II error (failure to de-
tect a difference between groups) in clinical trials, reliability
denotes outcomes’ ability to distinguish quality differences
between providers.10,11 The existing literature highlights the
inability of most hospitals’ surgical outcomes to meet estab-
lished reliability thresholds.11–14 However, there is little em-
piric evidence validating these existing reliability thresholds. A
major challenge in establishing reliability thresholds is the lack
of a method for evaluating them—that is, how do we know
when an outcome measure is “reliable enough”? For public
reporting and selective referral initiatives, the ability to predict
future performance is arguably the best criterion of an out-
come’s usefulness, because patients decide where to undergo
surgery now based on historical hospital performance.

In this context, we sought to evaluate the ability of
outcome measures of different reliability to predict future
performance. We used 4 years of Medicare data to assess the
ability of outcomes following colon resections from one time
period (2007–2008) to predict future outcomes (2009–2010),
when the outcomes were measured using progressively lower
sample sizes and reliability levels.

METHODS

Data Source, Study Population, and Outcomes
We used data from the 2007–2010 Medicare Provider

Analysis and Review files, which include hospital discharge
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information and all fee-for-service acute care hospitalizations
for Medicare beneficiaries. Using relevant International Clas-
sification of Diseases, 9th Revision, Clinical Modification
codes, we identified all patients aged 65–99 years undergoing
colorectal resections to form our study cohort.

Hospital outcomes included risk-adjusted mortality (death
within 30 d of operation or before hospital discharge), compli-
cations, and reoperation for any reason. We identified compli-
cations and reoperations from International Classification of
Diseases, 9th Revision, Clinical Modification codes using es-
tablished methods for assessing administrative databases.15,16

Complications included respiratory failure (518.81, 518.4,
518.5, 518.8), pneumonia (481, 482.0–482.9, 483, 484, 485,
507.0), myocardial infarction (410.00–410.91), venous throm-
boembolism (415.1, 451.11, 451.19, 451.2, 451.81, 453.8), renal
failure (584), postoperative hemorrhage or hematoma (998.1),
surgical site infection (958.3, 998.3, 998.5, 998.59, 998.51), or
gastrointestinal hemorrhage (530.82, 531.00-531.21, 531.40,
531.41, 531.60, 531.61, 532.00–532.21, 532.40, 532.41, 532.60,
532.61, 533.00-533.21, 533.40, 533.41, 533.60, 533.61,
534.00–534.21, 534.40, 534.41, 534.60, 534.61, 535.01, 535.11,
535.21, 535.31, 535.41, 535.51, 535.61, 578.9). We also as-
sessed serious complications, which we defined as any com-
plication in conjunction with length of hospital stay greater than
the 75th percentile for the cohort. Using extended length of stay
in conjunction with complication data has been proposed as a
means to increase the specificity of the outcome.5,17 Reopera-
tions included reopening of surgical site or reclosure of de-
hiscence (5412, 3402-3, 5411, 5471), management of shock/
hemorrhage, including splenectomy (3998, 4995, 5793, 60984,
3941, 415), removal of retained foreign body (5492, 9820),
management of surgical site infection (540, 5419, 4694), repair
of organ injury or wound complications (4461, 4671-6, 4871,
5061, 5581, 5675, 5682, 5686, 5689, 5781, 5783-4, 5841), and
management of stoma complications (4640-3).

Analysis
The primary goal of our analysis was to assess the ability

for past outcomes to predict hospital performance when
measured with decreasing reliability levels. Reliability is a
measure of the statistical “power” of an outcome measure and
is largely influenced by sample size (ie, caseload).10,11 In this
study, we performed 4 iterations of the same strategy: we
ranked hospitals based on their risk-adjusted and reliability-
adjusted outcome rates in 2007–2008, and then compared fu-
ture (2009–2010) risk-adjusted outcomes across quintiles of
past hospital performance. To assess the effect of decreasing
outcome reliability, we used systematic sampling to lower all
hospital caseloads, creating 4 cohorts for analysis: a 100%
sampled cohort, a 50% sampled cohort, a 25% sampled cohort,
and a 10% sampled cohort.

Calculating Risk-adjusted Outcome Rates
We used multivariable logistic regression models to

calculate hospital risk-adjusted outcome rates (mortality,
overall complications, serious complications, and reoperations)
for 2007–2008. Each model included patient age, sex, race,
median ZIP-code income, emergent admission, and co-
morbidities identified from secondary diagnosis codes using

the methods of Elixhauser and colleagues.18,19 Dividing each
hospital’s observed events by the sum of its predicted out-
comes generated 2007–2008 observed: expected (O/E) out-
come ratios, which when multiplied by the overall outcome
yielded that hospital’s risk-adjusted rate. To account for ran-
dom outcome variation across hospitals, we further adjusted
outcome rates using shrinkage estimators derived from hier-
archical modeling and empirical Bayes techniques.20–22 This
practice is also referred to as “reliability adjustment” and is
becoming more common in surgical quality reporting plat-
forms.20,21 Although hierarchical modeling techniques have
been shown to improve some outcomes’ performance fore-
casting ability,22 the reliability levels necessary for perfor-
mance prediction have not been empirically evaluated.
Moreover, the reliability levels at which reliability adjustment
fails to provide useful information (fails to predict hospital
performance) are unknown.

Calculating Outcome Reliability
As stated previously, reliability is a measure of the sta-

tistical “power” of an outcome measure. Mathematically, it is a
ratio of quality “signal” (true quality differences) to “noise”
(measurement error, which is primarily influenced by sample
size and error from risk-adjustment models).10,22 Reliability
estimates range from 0 (no reliability, all provider differences
due to measurement error) to 1 (perfect reliability, all differ-
ences due to true quality differences). Commonly accepted
reliability thresholds for quality reporting are 0.7–0.9, although
recently some authors have suggested that 0.5 may be adequate
for surgical quality reporting.10,11,21 We used previously de-
scribed methods to estimate each outcome’s reliability.13,23 In
brief, we used hierarchical logistic regression models assigning
the hospital as the higher level in the model. The hospital-level
random intercept variance after adjusting for patient factors is
used to estimate outcome “signal.” We estimated each hospi-
tal’s “noise” using established methods to estimate the SE of a
proportion.11,22 We then defined hospital outcome reliability as
[signal/(signal+hospital “noise”)].

We also calculated the mean square root of reliability
for each outcome. From classical test theory, the square root
of a reliability estimate is the correlation between an ob-
served test result and the “true” result.24,25 In the present
study, mean square root reliability represents the degree of
correlation between “true” quality signal (hospital perfor-
mance based on a measure with perfect reliability) and ob-
served hospital performance (ie, that based on the “noisy”
risk-adjusted outcome measure). For example, an outcome
measure with 0.70 reliability (a common reliability thresh-
old), would be expected to provide 83.7% correlation be-
tween hospital “true” and “observed” quality. As outcome
reliability decreases, the degree of correlation between true
and observed outcomes decreases as well.

Assessing Predictive Ability
The primary goal of our analysis was to assess the ability

for past outcomes to predict hospital’s true performance when
past outcomes were measured with decreasing reliability. To
do this, we grouped hospitals into quintiles based on their risk-
adjusted and reliability-adjusted 2007–2008 outcome rates. We
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then merged the hospital performance quintiles from 2007 to
2008 with the patient-level data from 2009 to 2010. We used
multivariable logistic regression models to calculate risk-ad-
justed outcome rates across quintiles of past hospital perfor-
mance. In this portion of the study, the patient was the unit of
analysis. Each model adjusted for patient age, sex, race, me-
dian ZIP-code income, emergent admission, and comorbidities
as above and utilized robust SEs to account for within-hospital
outcomes correlation (clustering). Rankings from each
2007–2008 cohort (100% sample, 50% sample, 25% sample,
10% sample) were merged with the full (unsampled)
2009–2010 data to perform the analysis.

Finally, we assessed how caseload sampling influenced
both outcome reliability and top-bottom quintile perfor-
mance discrimination. The mean square root of a reliability
estimate should be directly proportional to the difference
between predicted outcome rates of the highest and lowest
performing hospital quintiles.24,25 For each outcome, we
quantified the proportional change in mean square root of
reliability at each level of caseload sampling. We also as-
sessed the proportional change in the difference between
2009 and 2010 adjusted outcome rates of the top and bottom
quintiles’ at each level of caseload sampling. This analysis
quantified the expected differentiation in hospital perfor-
mance based on a specific outcome’s reliability.

We performed all statistical analyses using STATA
release 12 (StataCorp, College Station, TX). All statistical
tests were 2-sided and P values considered significant if
<0.05. The University of Michigan Institutional Review
Board approved the study protocol.

RESULTS
We identified 462,959 Medicare-eligible adults aged

65–99 who underwent colectomy procedures between 2007
and 2010. Demographic and comorbidity data, as well as
unadjusted outcome rates for the 2 study periods are pre-
sented in Table 1. Average hospital caseloads in 2007–2008
were 143 cases in the 100% sample cohort, decreasing to 15
cases in the randomly sampled 10% cohort.

Reliability for all outcomes decreased as sample size
decreased (Table 2). For example, mean reliability for 30-
day overall complications was 0.40 in the 100% sample
cohort, whereas in the 10% sample cohort, mean reliability
for 30-day overall complications was 0.09. Mean reliability
for all outcomes was lower than established benchmarks for
all cohorts and decreased in a stepwise manner as caseloads
decreased with sampling (Table 2).

Figure 1 and Table 3 demonstrate the ability of
2007–2008 hospital performance rankings to predict future
outcomes as caseloads and outcome reliability decreased. Al-
though there was a stepwise change in outcomes based on past
performance when hospitals were ranked from a 100% sample,
the differences between quintiles became attenuated as more
restrictive samples were used to rank hospitals (Fig. 1). The
effect of decreasing reliability was most prominent among the
hospitals in the middle performance quintiles (Table 3). For
example, if a patient underwent surgery in a middle-perform-
ing (quintile 3) hospital based on 2007–2008 rankings from the

100% sample cohort, they would have had 1.18 [95% con-
fidence interval (CI), 1.12–1.24] times adjusted odds of ex-
periencing a complication compared with the best performing
(quintile 1) hospitals. However, when caseloads were smallest
and outcome reliability lowest, that patient would have similar
odds of complications compared with the best hospitals (ad-
justed odds ratio, 1.00; 95% CI, 0.94–1.05) (Table 3). Absolute
differences between the top and bottom hospital quintiles de-
creased with smaller samples as well (Table 3). For example,
there was 3.1% mortality difference between the top and
bottom quintiles when past performance was measured with
100% sampling, decreasing to a 0.9% absolute difference in
quintile performance when 10% sampling was used.

Although the ability to discriminate future performance
in the middle quintiles relative to the best performing hospitals
was lost at very low caseloads and reliability levels, the ability
to discriminate between the best and worst hospitals’ future
performance was still present (Table 3). For example, based on
outcomes from the 10% sampled cohort, if a patient had an
operation in the worst versus best performing hospitals based
on 2007–2008 performance, they would still have had 1.26
(95% CI, 1.19–1.34) times the odds of experiencing serious
complications, 1.16 (95% CI, 1.06–1.19) times the odds of
experiencing any complication, and 1.12 (95% CI, 1.06–1.19)
times the odds of 30-day mortality (Table 3).

Figure 2 shows the relationship between outcomes’
mean square root reliability and their ability to discriminate
between the top and bottom hospital quintiles as hospitals

TABLE 1. Characteristics of Medicare-eligible Adult Patients
65–99 Years Undergoing Colorectal Resections, 2007–2010

2007–2008 2009–2010

N=227,618 N=235,341

Demographics
Mean age (SD)* 76.6 (7.4) 76.4 (7.4)
Male (%) 42.0 41.7
Race (%)*

White 87.8 87.2
Black 8.3 8.7
Other 3.9 4.1

Comorbiditiesw

Cardiac (%)* 14.9 12.7
Chronic lung disease (%)* 15.7 13.1
Peripheral vascular disease (%)* 4.4 4.7
Neurological (%) 4.5 4.5
Diabetes (%)* 15.4 15.9
Renal failure (%)* 6.2 5.7
Liver disease (%) 1.0 1.0
Colon cancer diagnosis (%)* 41.2 39.5
Other neoplasm (%)* 20.3 18.6
Depression or psychosis (%)* 4.2 4.5
Obesity (%)* 3.3 4.1
Anemia (%)* 17.5 16.3
Emergent admission (%)* 31.8 32.6

Postoperative outcomes
30-d or in-hospital mortality (%)* 10.3 9.7
Any complication (%)* 29.4 30.9
Serious complications (%)* 14.8 14.4
Reoperations (%) 1.0 1.0

*Univariate P-value < 0.05.
wAs defined by Elixhauser et al.18
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were profiled with progressively smaller sample sizes. As
sample sizes decreased, mean square root reliability de-
creased with a corresponding decrease in discrimination
between the top and bottom hospital quintiles. With 50%
sampling, outcomes’ mean square root reliability decreased

from 10% to 22% with a corresponding decrease in quintile
discrimination of approximately 20%. With 25% sampling,
outcome mean square root reliability decreased from 33.9%
to 50.0% with a corresponding decrease in top-bottom
quintile discrimination from 35% to 50% (Fig. 2). Because

TABLE 2. Risk-adjusted Outcome Rates and Reliability Across Sampled Cohorts, 2007–2008

100% Sample 50% Sample 25% Sample 10% Sample

Hospitals (N), 2007–2008 3423 3379 3272 2956
2007–2008 hospital caseload [mean (SD)] 143 (105) 72 (53) 36 (27) 15 (11)
30-d mortality

2007–2008 risk-adjusted outcome rate [mean (SD)] (%) 11.0 (9.8) 11.0 (12.4) 11.0 (14.7) 9.9 (16.9)
2007–2008 outcome reliability [mean (SD)]* 0.29 (0.21) 0.19 (0.15) 0.10 (0.09) 0.06 (0.06)
Outcome correlation with quality “signal” (mean square root reliability) 0.50 0.39 0.28 0.22
Decline in mean square root reliability relative to 100% sampling (%) Reference 22.0 44.0 56.0

30-d overall complications
2007–2008 risk-adjusted outcome rate [mean (SD)] (%) 27.7 (13.2) 27.9 (16.1) 27.7 (19.6) 26.7 (23.9)
2007–2008 outcome reliability [mean (SD)]* 0.40 (0.23) 0.25 (0.18) 0.14 (0.11) 0.09 (0.08)
Outcome correlation with quality “signal” (mean square root reliability) 0.60 0.46 0.33 0.28
Decline in mean square root reliability relative to 100% sampling (%) Reference 22.0 44.1 54.2

30-d serious complications
2007–2008 risk-adjusted outcome rate [mean (SD)] (%) 12.8 (9.8) 12.9 (11.7) 12.6 (13.8) 12.4 (17.5)
2007–2008 outcome reliability [mean (SD)]* 0.43 (0.25) 0.30 (0.21) 0.20 (0.16) 0.12 (0.10)
Outcome correlation with quality “signal” (mean square root reliability) 0.62 0.50 0.41 0.31
Decline in mean square root reliability relative to 100% sampling (%) Reference 19.4 33.9 50.0

Reoperation
2007-08 risk-adjusted outcome rate [mean (SD)] (%) 1.1 (3.1) 1.2 (5.5) 1.1 (6.0) 1.2 (10.2)
2007–2008 outcome reliability [mean (SD)]* 0.05 (0.05) 0.04 (0.04) 0.01 (0.02) 0.01 (0.01)
Outcome correlation with quality “signal” (mean square root reliability) 0.20 0.18 0.10 0.10
Decline in mean square root reliability relative to 100% sampling (%) Reference 10.0 50.0 50.0

*Commonly quoted reliability benchmarks for quality reporting: 0.50–0.90.10,21

FIGURE 1. Risk-adjusted outcome rates in 2009–2010 across quintiles of past hospital performance derived from different hospital
caseload samples. A, Risk-adjusted 30-day mortality. B, Risk-adjusted 30-day overall complications. C, Risk-adjusted serious
complications. D, Risk-adjusted reoperations.
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the reliability of reoperation was very low (0.05) with 100%
sampling, the decreases in mean square root reliability and
quintile discrimination did not demonstrate a linear rela-
tionship as mortality, overall complications, or serious
complications did.

DISCUSSION
Despite increased enthusiasm for using outcomes to

identify high-performing hospitals, their usefulness for this
purpose is not entirely clear. In this study, we hoped to
contribute to a deeper understanding of how an outcome
measure’s reliability relates to its ability to predict future
hospital performance. Using 4 years of national Medicare
data for a common high-risk procedure, we have demon-
strated that hospitals’ past surgical performance can predict
their future performance, even with small hospital caseload
samples and low outcome reliability. This finding has im-
portant implications for quality measurement, particularly
those efforts aimed at steering patients to the best hospitals.
Even measures with very low reliability are still useful for
discriminating hospital performance, particularly for the
highest and lowest performing hospitals.

Most studies examining outcome reliability have used
arbitrary reliability benchmarks to assess outcome measures’
utility. Commonly accepted reliability thresholds for quality
reporting are 0.7–0.9.11,13,14 Investigations of the American
College of Surgeons National Surgical Quality Improvement
Project13 and Nationwide Inpatient Sample12 have shown
that few hospitals have adequate caseloads to meet reliability
benchmarks, especially in quality reporting platforms that
measure hospital performance using samples of patients.
Rather than applying benchmarks to the data, our aim was to
assess the reliability levels at which an outcome lost use-
fulness. Our study demonstrates that commonly accepted
reliability benchmarks may be too high and that surgical
outcomes with reliability below those levels still have sig-
nificant predictive ability. Our findings imply that sampled
outcome measures may have significant value for policy
efforts aimed at steering patients to higher quality hospitals.

No prior study has sought to empirically evaluate the
relationship between reliability and the ability to predict
future surgical performance. Most work to date has assessed
outcome reliability in the context of quality improvement
initiatives, where the goal is to accurately identify outlying
performers.10,11,21 The reliability levels required for an out-
come to be useful may be different for the purposes of

TABLE 3. Adjusted Odds of 2009–2010 Adverse Outcomes Based on 2007–2008 Hospital Performance Rankings, and Absolute
Differences in Adjusted Outcome Rates Between “Best” and “Worst” Performing Hospitals

Adjusted Odds Ratio of 2009–2010 Adverse Outcomes (95% CI)

100% Sample 50% Sample 25% Sample 10% Sample

30-d mortality
2007–2008 performance quintile

1 (“best” performance) Reference Reference Reference Reference
2 1.15 (1.08–1.21) 1.10 (1.04–1.17) 1.10 (1.04–1.19) 1.07 (1.00–1.14)
3 1.25 (1.17–1.34) 1.19 (1.11–1.27) 1.17 (1.09–1.26) 1.09 (1.01–1.17)
4 1.33 (1.26–1.42) 1.20 (1.13–1.28) 1.20 (1.13–1.27) 1.11 (1.04–1.17)
5 (“worst” performance) 1.52 (1.44–1.60) 1.36 (1.29–1.44) 1.25 (1.18–1.32) 1.12 (1.06–1.19)
Outcome rate difference, first vs. fifth quintiles (% events) 3.1 2.3 1.6 0.9

30-d morbidity
2007–2008 performance quintile

1 (“best” performance) Reference Reference Reference Reference
2 1.08 (1.03–1.13) 1.11 (1.05–1.16) 1.10 (1.04–1.15) 0.97 (0.92–1.02)
3 1.18 (1.12–1.24) 1.18 (1.13–1.24) 1.11 (1.06–1.17) 1.00 (0.94–1.05)
4 1.30 (1.25–1.36) 1.23 (1.18–1.29) 1.19 (1.14–1.25) 1.03 (0.98–1.09)
5 (“worst” performance) 1.50 (1.44–1.56) 1.41 (1.35–1.47) 1.30 (1.25–1.36) 1.16 (1.11–1.21)
Outcome rate difference, first vs. fifth quintiles (% events) 6.6 5.7 4.3 2.4

30-d serious morbidity
2007–2008 performance quintile

1 (“best” performance) Reference Reference Reference Reference
2 1.18 (1.10–1.26) 1.05 (0.97–1.13) 1.03 (0.96–1.10) 1.00 (0.93–1.08)
3 1.31 (1.22–1.40) 1.17 (1.09–1.25) 1.09 (1.00–1.20) 0.97 (0.90–1.05)
4 1.50 (1.42–1.59) 1.35 (1.27–1.43) 1.23 (1.16–1.31) 1.08 (1.01–1.15)
5 (“worst” performance) 1.88 (1.78–1.98) 1.62 (1.54–1.71) 1.42 (1.35–1.51) 1.26 (1.19–1.34)
Outcome rate difference, first vs. fifth quintiles (% events) 6.1 4.8 3.5 2.4

Reoperation
2007–2008 performance quintile

1 (“best” performance) Reference Reference Reference Reference
2 1.07 (0.92–1.23) 1.11 (0.97–1.27) 1.08 (0.96–1.21) 1.03 (0.91–1.16)
3 1.18 (1.00–1.41) 1.12 (0.94–1.33) 1.05 (0.90–1.23) 1.03 (0.91–1.17)
4 1.33 (1.17–1.50) 1.08 (0.93–1.25) 1.00 (0.79–1.27) 1.06 (0.90–1.25)
5 (“worst” performance) 1.37 (1.22–1.53) 1.22 (1.10–1.36) 1.17 (1.05–1.31) 1.08 (0.94–1.25)
Outcome rate difference, first vs. fifth quintiles (% events) 0.31 0.20 0.17 0.09

CI indicates confidence interval.
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steering patients towards best performing hospitals. Using
cross-sectional data, others have highlighted the ability of
past hospital performance to predict future performance
across different procedures.22,26 Our work goes further by
assessing the reliability limits required for future perfor-
mance forecasting. We showed that even with highly sam-
pled data, a patient treated in a worst versus best hospital
based on past performance had 12% increased odds of death,
26% increased odds of serious complications, and 16% in-
creased odds of experiencing any complication. With in-
creasing reliability levels, the difference in odds became
even more pronounced.

With lower caseloads and reliability levels, the ability
to differentiate performance diminished. With extreme
sampling (10%, less than that utilized by many surgical
clinical registries), there was minimal difference between the
top and bottom quintiles’ outcome rates (eg, 0.9% mortality
difference) despite statistically significant differences. This
highlights the importance of considering the overall preva-
lence of an outcome. A 25% sampling strategy would be
expected to produce 45% decreased discrimination between
top-performing and bottom-performing hospitals compared
with 100% sampling. For prevalent outcomes such as
overall complications, this decreased discrimination may be
acceptable for the purposes of identifying best and worst
performance. For rare outcomes such as reoperation,
25% sampling would result in an essentially meaningless,
although statistically significant, discrimination between
top-performing and bottom-performing hospitals.

There are important limitations to this study. First, be-
cause we examined Medicare recipients undergoing colec-
tomy, our results may not apply to a broader patient population
or different procedure group. A broader assessment of volume
thresholds for risk-adjusted outcomes to predict future hospital
performance across procedure types would help inform the
discussion of which measures to use for selective referral ini-
tiatives. Second, specific or rare outcomes (eg, reoperation in
the present study or anastomotic leak after bariatric surgery)
would be expected to have lower overall reliability levels, and
higher caseloads will likely be necessary for initiatives using
targeted complications for performance forecasting. Third, al-
though we attempted to adjust for all identifiable comorbidities
and demographic differences between patients, there are un-
doubtedly unmeasured confounders contributing to the varia-
tion we observed in future hospital performance. However, our
risk-adjustment methodology and results are consistent with
others examining the influence of past performance on future
performance.22,26 Moreover, our focus was on assessing the
limitations of sample size and risk-adjustment methodology to
predict future performance. For the purposes of performance
forecasting, there are levels of reliability below which analytic
methods cannot ensure accurate performance prediction.

This is the first empiric assessment of outcome reli-
ability for future performance prediction in surgery. We
chose to evaluate outcomes in the context of selective re-
ferral because it has a gold standard for assessing perfor-
mance measures’ utility: their ability to predict future
hospital performance. This is arguably the most important
criterion for assessing the usefulness of an outcome measure
because patients and payers choose hospitals for referral
based on historical data. We have demonstrated that even at
very low reliability levels, outcome measures still have
usefulness in this context and that common outcome reli-
ability benchmarks may need reevaluation for this purpose.
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FIGURE 2. Proportional declines in outcome mean square
root reliability (x-axis) and top-bottom quintile discrimination
in adjusted 2009–2010 outcome rates (y-axis) at different
levels of caseload sampling. Proportional changes depicted to
account for different starting reliability levels for each out-
come. Each point represents the change in outcome mean
square root reliability and quintile discrimination at a given
caseload sample size relative to 100% sampling. The con-
necting lines represent the particular outcomes from which
the points were derived. Reoperation not shown due to
starting reliability level < 0.1.
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