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Lee YS, Peelle JE, Kraemer D, Lloyd S, Granger R. Multivar-
iate sensitivity to voice during auditory categorization. J Neurophysiol
114: 1819 –1826, 2015. First published August 5, 2015;
doi:10.1152/jn.00407.2014.—Past neuroimaging studies have docu-
mented discrete regions of human temporal cortex that are more
strongly activated by conspecific voice sounds than by nonvoice
sounds. However, the mechanisms underlying this voice sensitivity
remain unclear. In the present functional MRI study, we took a novel
approach to examining voice sensitivity, in which we applied a signal
detection paradigm to the assessment of multivariate pattern classifi-
cation among several living and nonliving categories of auditory
stimuli. Within this framework, voice sensitivity can be interpreted as
a distinct neural representation of brain activity that correctly distin-
guishes human vocalizations from other auditory object categories.
Across a series of auditory categorization tests, we found that bilateral
superior and middle temporal cortex consistently exhibited robust
sensitivity to human vocal sounds. Although the strongest categori-
zation was in distinguishing human voice from other categories,
subsets of these regions were also able to distinguish reliably between
nonhuman categories, suggesting a general role in auditory object
categorization. Our findings complement the current evidence of
cortical sensitivity to human vocal sounds by revealing that the
greatest sensitivity during categorization tasks is devoted to distin-
guishing voice from nonvoice categories within human temporal
cortex.

auditory; categorization; human; voice; living; animate; category
specific; temporal voice area; conspecific; multivariate pattern-based
analysis

CONSPECIFIC VOCALIZATION IS an auditory signal that pervades the
lives of vocal species. The everyday task of successfully
distinguishing conspecific vocal signals from myriad other
environmental sounds can be a matter of life or death and is
crucial for social communication. It is therefore reasonable to
hypothesize that the auditory systems of vocal species may be
more efficiently tuned to the acoustic properties of conspecific
sounds, allowing for rapid categorization. Comparative studies
have found support for this hypothesis, providing evidence of
larger neural responses to conspecific vocalizations than to
other sounds in animals (Andics et al. 2014; Faragó et al. 2014;
Perrodin et al. 2011; Petkov et al. 2009; Taglialatela et al.
2009). For example, an electrophysiological study in nonhu-
man primates identified neural populations that exhibited
greater firing rates in response to conspecific monkey calls than
to other sounds within the anterior portion of right superior
temporal plane (Petkov et al. 2008). Likewise, in humans, a
number of functional neuroimaging studies have highlighted

cortical foci within bilateral superior temporal sulcus (STS)
and gyrus (STG) that show increased activation in response to
human vocal sounds (Belin and Zatorre 2003; Belin et al. 2000,
2002; Fecteau et al. 2004; Kriegstein and Giraud 2004; Latinus
and Belin 2011b; von Kriegstein et al. 2003). These temporal
foci are sometimes referred to as temporal voice areas (TVAs),
and concordantly, we use the term “voice” to refer exclusively
to human vocal sounds.

Although the mid-to-anterior portion of STS/STG has been
proposed to be a functional module for voice, the exact oper-
ational roles of these voice-sensitive regions remain to be
determined. One possibility is that the TVAs play a role in
discriminating human from nonhuman vocal sounds by gener-
ating characteristically distinct neural representations devoted
to voice during auditory object categorization. The present
functional MRI (fMRI) study aimed to test this hypothesis
using multivariate pattern-based analysis (MVPA) (Ethofer et
al. 2009; Formisano et al. 2008; Giordano et al. 2013; Haxby
et al. 2001; Leech and Saygin 2011; Staeren et al. 2009) and a
signal detection theory. With this analysis approach, we can
examine how distinct the neural representations pertaining to
various auditory object categories are by means of a classifier
algorithm’s accuracy or sensitivity measures, such as d-prime
or positive predictive value (PPV). In the present study, we
relied on both accuracy and PPV throughout the series of
classification tests. We note that this type of classification
sensitivity is different from a strong response in the univariate
sense: whereas a strong univariate response to a particular
acoustic feature may occur in the absence of distinguishing the
feature from others, high sensitivity in the signal detection
sense must occur only when the neural representation of an
object is reliably distinguished from that of every other object.

Based on this premise, greater sensitivity for voice than for
nonvoice in a particular brain area indicates that the region
produced a distinct categorical representation for human vocal
sounds. We expect to observe a strong sensitivity for human
vocal sounds as a mark of the perceptual sophistication granted
to conspecific vocalizations in STS/STG bilaterally.

MATERIALS AND METHODS

Subjects. Thirteen right-handed volunteers (aged 22–34 yr; mean
age 26.6; five women) participated in this study. One male subject’s
data were discarded due to poor performance (69%; �3 SD) in the
auditory memory task during scanning, leaving a total of 12 subjects.
None of the subjects had hearing difficulties or neurological disorders
based on self-report. Written consent was obtained from all subjects,
as approved by the Human Subjects Institutional Review Board of
Dartmouth College.

Stimuli. Stimuli consisted of four types of vocalizations (humans,
birds, dogs, and horses) and four types of mechanical noises (cars,

Address for correspondence and present address: Y. S. Lee, Dept. of
Neurology, School of Medicine, Center for Cognitive Neuroscience, Univ. of
Pennsylvania, Philadelphia, PA 19104 (e-mail: yslee@mail.med.upenn.edu).

J Neurophysiol 114: 1819–1826, 2015.
First published August 5, 2015; doi:10.1152/jn.00407.2014.

18190022-3077/15 Copyright © 2015 the American Physiological Societywww.jn.org

mailto:yslee@mail.med.upenn.edu


phones, guns, and helicopters). Example spectrograms are shown in
Fig. 1. These sounds were recorded in 16-bit stereo at a sampling rate
of 44.1 kHz. Each category contained three different exemplars,
resulting in a total of 24 sounds. The human stimuli were made by
concatenating semantically empty sounds, such as “um” and “eh,”
produced by three adult men unknown to the subjects, over a 2-s
period (e.g., um-um-um). All other stimuli were obtained from a
commercial sound-effect library (The Hollywood Edge, Richmond
Hill, Ontario, Canada). There were no significant differences across
categories in the duration of stimuli (mean � 1.94 s) or their root
mean-squared power. We applied 20 ms linear ramps to the onset and
offset of each stimulus using sound-editing software (Sound Forge
9.0; Sony, Tokyo, Japan) to avoid acoustic transients. Stimuli were
delivered binaurally using a high-fidelity, MRI-compatible headphone
(OPTIME 1; MR CONFON, Magdeburg, Germany) in the scanner.
During the testing run (before the first run), the sound volume was

adjusted to a comfortable level for each subject but was also ensured
to be loud enough relative to the scanner noise. To attenuate the
further influence of the background noise and increase the signal-to-
noise ratio, subjects wore earplugs. All subjects reported that they
were able to recognize all of the stimuli clearly.

Acoustic analysis. We performed acoustic analyses using Praat
software (version 5.4.08; http://www.praat.org) (Boersma 2001). Sev-
eral spectral and temporal aspects of acoustic features were measured,
including intensity, harmonic-to-noise ratio (HNR), fundamental fre-
quency (f0), center of gravity, and the variability (i.e., SD) of
spectrum and intensity (Fig. 2). All analyses were done for the
postprocessed event window that did not include silent periods in
between or at the end of the stimuli (e.g., the interval between um
sounds in the human speech). Although each analysis was based on
standard parameters provided by Praat, we also manually set a specific
parameter when the algorithm failed completely (e.g., unspecified
value) or yielded unreasonable values. For example, Praat sometimes
yielded pitch-tracking errors under the standard setting, which af-
fected calculation of the f0. By trial and error, we chose minimum and
maximum pitch range until these issues were resolved.

MRI scanning. MRI scanning was conducted on an Achieva 3.0T
whole-body scanner (Philips Medical Systems, Best, The Nether-
lands), with an eight-channel head coil at the Dartmouth College
Brain Imaging Center.

Parameters of the continuous echo-planar imaging (EPI) are as
follows: repetition time (TR) � 2,000 ms; echo time (TE) � 35 ms;
field of view � 240 � 240 mm; 30 axial slices; voxel size � 3 �
3 � 3 mm; interslice interval � 0.5 mm. Each subject completed six
functional EPI runs (240 trials/run), and the order of runs was
pseudorandomized across subjects. A high-resolution magnetization-
prepared rapid acquisition gradient echo structural scan (TR � 9.8 ms;
TE � 4.6 ms; 160 sagittal slices; voxel size � 1 � 1 � 1 mm) was
acquired at the end of the scan.

Experimental procedures. Stimuli were presented in a slow event-
related design (8 s of fixed interstimulus interval) over a total of six
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Fig. 1. Spectrograms of 8 auditory object categories. A spectrogram is shown
from 1 of 3 exemplars per each category. Stimuli intensity is depicted by color.
The x-axis indicates time in seconds, and the y-axis indicates frequency in
kilohertz.
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Fig. 2. Acoustic profiles for each of the auditory stimuli. The x-axis indicates different categories, and the y-axis indicates either decibel (top) or frequency
(bottom; in hertz). HNR, harmonic-to-noise ratio; f0, fundamental frequency.
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runs. During each run, subjects performed six sessions of an auditory
memory task. In each session of the task, subjects first heard eight
auditory stimuli, randomly selected from the 24 different exemplar
sounds, while maintaining central visual fixation. Concurrent with the
onset of the ninth auditory stimulus (i.e., a target sound), the visual
fixation cross was changed to the task question: “Was this sound
previously presented during the task session?” One-half of the time,
the last stimulus was acoustically identical to one of the eight sounds
that had already been presented within that run (i.e., dog2 for dog2),
and one-half of the time, it was a different sound that was outside of
the eight categories (e.g., camera, duck, etc.). Subjects answered the
presented question via a button press. The next iteration of the task
began after an 8-s resting period. The mean accuracy for the auditory
memory task during scanning was 92.0% (SE � 1.4%), indicating that
all 12 subjects were attending to each sound closely.

After the scanning, we played back every stimulus to the subjects
and asked them to type in the name of the sound that immediately
occurred to their mind to ensure that all stimuli were recognizable at
the basic categorization level. The mean accuracy on this task was
94.1% (SE � 2.8%).

fMRI data analysis. All fMRI data were preprocessed using the
SPM8 software package (Wellcome Trust Centre for Neuroimaging,
London, UK) and MATLAB 2009a (MathWorks, Natick, MA). All
images for each condition were realigned to the first EPI for correction
of movement artifacts and spatially normalized into Montreal Neuro-
logical Institute (MNI) standard stereotactic space by directly regis-
tering all of the functional data to the MNI template EPI with affine
registration and preserved original voxel size (3 � 3 � 3 mm).

We then extracted the time courses of all voxels that were tempo-
rally high-pass filtered with a 128-s cutoff to remove slow signal drifts
and mean centered across entire runs. These preprocessed fMRI
intensities were used as input vectors for classification. Intensities
were obtained by relying on the general linear model framework as
follows: first, we created a regressor of each category per each run by
convolving the onset of each stimulus with the canonical hemody-
namic response function (HRF). Then, the mean value across all time
points of the regressor was calculated. A time point was assigned as
belonging to the given stimulus class if the value of the regressor at
that time point was greater than this overall mean value. This typically
rendered time points corresponding to the range around the peak of
the HRF (poststimulus TRs, 4, 6, and 8 s). The extracted data were
then submitted to the Gaussian Naïve Bayes linear classifier using the
MATLAB statistics toolbox (Raizada and Lee 2013). With the use of
a whole-brain searchlight analysis (Kriegeskorte et al. 2006), a series
of classification tests was performed at every local searchlight sphere
(consisting of a center voxel and its neighboring voxels within a
three-voxel radius; up to 123 voxels/each sphere; on average, 111
voxels/sphere). These tests included binary classifications (e.g., hu-
man vs. every other nonhuman category; living vs. nonliving catego-
ries) and eight-way classification. For the binary and eight-way
classification tests, accuracy (hit � correct rejection/2) and PPV
(hit/hit � false-alarm rate) were computed, respectively. Across all

classification tests, a leave-one-run-out scheme was used, whereby
data from five scanning runs served as a training set and a remaining
one run as a testing set, resulting in sixfold crossvalidation. For the
purpose of assessing accuracy in the binary tests, the individual
searchlight map was submitted to the second-level analysis after the
chance-level accuracy (0.5) was subtracted from the value in each
voxel. Likewise, PPV was evaluated in a pairwise manner between
human and each of nonhuman auditory objects at the group level by
submitting the difference (e.g., PPVhuman � PPVdog; PPVhuman �
PPVphone; etc.) to the second-level analysis. All group-level infer-
ences were drawn using an uncorrected threshold at P � 0.001
(voxel-wise) in combination with cluster-size correction at P � 0.05,
based on random field theory (Worsley et al. 1996). For visualizing
group results, the t-maps generated from the group analysis were
projected onto statistical parametric mapping surface renderings, Con-
nectome Workbench’s inflated surface map (Van Essen et al. 2012),
or MRIcron (Rorden and Brett 2000).

Table 1. The P values of post hoc pairwise comparisons between human and nonhuman categories across all acoustic analyses (see Fig. 2)

Category Intensity SD of Intensity HNR f0
SD of Spectrum Center of

Gravity

Bird 0.97 0.86 0.01 0.01 0.96 0.17
Car 0.98 0.3 0.99 0.99 0.97 0.74
Dog 0.07 0.1 0.16 0.03 0.93 0.97
Gun 0.95 0.67 0.01 0.99 0.98 1
Helicopter 0.3 0.03 0.09 0.99 0.99 0.98
Horse 0.85 0.91 0.99 0.01 1 0.97
Phone 0.14 0.01 0.99 0.01 0.01 0.01

HNR, harmonic-to-noise ratio; f0, fundamental frequency. P � 0.01 (e.g., P � 0.0001) was equally marked as P � 0.01. Boldface indicates statistical
significance.
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Fig. 3. Cortical rendering views of binary classification results. Seven binary
classification tests between human vocalizations and each of the 7 other
nonhuman categories consistently revealed significant voxels bilaterally in the
superior temporal lobes. An additional classification test between living and
nonliving categories (bottom right) yielded significant voxels throughout the
brain, including temporal, parietal, and frontal cortex. The color bar indicates
the t-statistics for a group-level result, in which accuracy was compared with
a chance-level performance (50%) for each binary classification test.
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RESULTS

Acoustic analysis data. We performed a one-way ANOVA
using R (v 3.1.3) on each of the acoustic measures (Fig. 2),
which revealed a significant main effect of category throughout
all analyses [intensity: F(7,16) � 7.87, P � 0.05; SD of
intensity: F(7,16) � 13.77, P � 0.05; HNR: F(7,16) � 22.61,
P � 0.05; f0: F(7,16) � 229.91, P � 0.05; SD of spectrum:
F(7,16) � 6.65, P � 0.05; center of gravity: F(7,16) � 21.76,
P � 0.05]. To see if there was a difference between human and
each of the nonhuman categories, we performed a post hoc
paired t-test using Tukey’s honest significant difference.
Across all pairwise comparisons in each acoustic measure,
there were differences between human and some, but not all, of
the nonhuman categories (see Table 1 for more detailed
statistics).

fMRI data. We first performed a series of binary classifica-
tion tests for comparing the human category with the seven
nonhuman categories. All analyses consistently yielded STS/
STG bilaterally, although the exact size and location of clusters
varied from one comparison to another (Fig. 3 and Table 2).
We then overlaid those seven maps to identify the temporal
regions that showed voice sensitivity across all binary compar-
isons. As can be seen in Fig. 4, voxels along the anterior-to-
mid posterior parts of superior and middle temporal lobe
bilaterally were found to distinguish human from all seven
nonhuman categories (i.e., maximum overlap). When the same
analysis pipeline was applied to each of the seven nonhuman
categories (e.g., bird vs. six nonbird categories after excluding
human), only circumscribed portions of bilateral superior tem-
poral lobe were found for sensitivity to each of the nonhuman
categories (Fig. 5). Whereas none of the nonhuman categories
showed as robust sensitivity as the human category did in the
temporal lobe, the bird category appeared to be relatively well
distinguished from the six nonbird categories. Overall, the
middle portion of the right STG yielded the strongest sensitiv-
ity to all nonhuman categories, as evidenced by the maximal
overlap across the seven binary classification maps for nonhu-
man categories (Fig. 5).

Additionally, we performed a binary classification test to
explore cortical areas that can distinguish between living and
nonliving auditory objects (i.e., at the superordinate level). To
this end, the data of four animal vocalizations and four me-
chanical noises were collapsed into “living” and “nonliving”
categories, respectively. The analysis revealed widespread cor-
tical regions, including temporal, frontal, and parietal cortex
bilaterally, with the most robust categorization activity ob-
served in right STG/middle temporal gyrus (MTG; see Fig. 3
and Table 3).

Next, we performed a more difficult classification test:
discriminating the human category from all seven other non-
human categories. In this eight-way classification test, the
chance-level performance of discriminating one particular cat-
egory from the seven other categories is 12.5%. We calculated
PPV based on hit and false-alarm rate for each of those eight
categories and compared the PPV of human with that of each
of seven other categories. Consistent with the binary classifi-
cation result above, these comparisons also yielded the supe-
rior and middle temporal lobe bilaterally (Fig. 6). We overlaid
all seven PPV comparison maps to identify regions showing
the most robust voice sensitivity. This yielded a much more
restricted portion of temporal cortex, comprising three distinct

Table 2. Cortical regions exhibiting greatest sensitivity toward
the human voice in binary and 8-way classification tests

MNI Coordinates

Region Name x y z Cluster

Binary classification
Right middle temporal gyrus 63 �15 �21 610
Left superior temporal gyrus �57 3 �14 228
8-Way classification
Right middle temporal gyrus 60 �6 �21 13
Right middle temporal gyrus 57 �24 �14 9
Right middle temporal gyrus 57 �39 �7 69

Clusters with �5 contiguous voxels are included. MNI, Montreal Neuro-
logical Institute.
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Fig. 4. Overlap of 7 binary classification maps between human and each of nonhuman categories. Top: surface-rendering view; bottom: multislice view. The color
bar indicates the number of overlaps amongst the binary classification map (see Fig. 3) in which red depicts voxels that emerged across all 7 comparisons.
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clusters. As can be seen in Fig. 7, all clusters emerged in right
temporal lobe (Table 2). We then plotted sensitivities to all
eight categories within each of those clusters to visualize the
difference in sensitivity among all categories. The plot for each
region clearly shows that human was separated from nonhu-
man categories with its greater sensitivity. Nonetheless, sensi-
tivity to all nonhuman categories was significantly higher than
the chance level, indicating that these areas were capable of
categorizing all auditory objects.

DISCUSSION

In the present fMRI study, we used MVPA searchlights in
combination with signal detection theory to compare catego-
rization performance between voice and seven other nonvoice
categories of auditory objects. A series of binary comparisons
revealed that a large expanse of bilateral STG/STS exhibited
greater sensitivity (i.e., degree of distinction) for human than
for each of the nonhuman categories. A more difficult eight-
way classification yielded three robust clusters that distin-
guished human from all nonhuman categories in restricted
portions of bilateral STG/STS. Importantly, these voice clus-
ters were still reliably able to categorize nonhuman categories
with a high degree of sensitivity, suggesting that these regions
were not exclusively dedicated to the human category. To-
gether, our findings extend the current evidence for voice
sensitivity in the temporal cortex by demonstrating superior
categorization ability for human voice, rather than simply an
increased overall response.

Voice sensitivity: inferences drawn from MVPA and signal
detection theory. Since the initial characterization of voice-
sensitive regions in the human brain (Belin et al. 2000),

numerous studies have replicated the seminal findings and
provided more insights into the nature of voice sensitivity [for
a detailed review, see Belin et al. (2011)]. For example, Belin
and Zatorre (2003) found that right anterior STS/STG showed
reduced activity when the same speaker’s voice was repeated,
even when that voice was pronouncing different syllables. von
Kriegstein et al. (2003) reported that recognizing a speaker’s
identity activated right anterior STS/STG. This region was
again found in their follow-up study involving a voice-recog-
nition task (Kriegstein and Giraud 2004). The same study,
however, reported that right posterior STS/STG showed the
strongest activity during an unfamiliar voice-recognition task.
More recently, that right posterior STS/STG was found to be
tuned to particular human vocal-track parameters during a
speaker-recognition test (von Kriegstein et al. 2010).

There is little doubt that some regions along the STS/STG
show increased activity in response to voice and that different
voice-sensitive regions participated in different aspects of
voice processing (Andics et al. 2010, 2013; Latinus and Belin
2011a; Latinus et al. 2013; Mathias and von Kriegstein 2014;
von Kriegstein et al. 2007). In the present study, we tested a
hypothesis that the human voice is well distinguished from
nonhuman categories of auditory objects in terms of charac-
teristically differential patterns of neural activity. This question
can be well suited to a multivariate pattern-analysis approach
(Giordano et al. 2013). As discussed in INTRODUCTION, the
implications of simple increases in activity can be ambiguous,
and positive findings using such an analysis would not neces-
sarily imply that the regions in question are set aside for
categorization tasks, since activation to the particular acoustics
of voice can occur irrespective of the perceptual categorization
process. By contrast, with MVPA, we can objectively measure
how the neural representation associated with one object cat-
egory differs from that associated with others at a particular
region. The comparison of the accuracy or sensitivity index
(PPV) pertaining to each category thus implies which object
category is best distinguished from others (Staeren et al. 2009).

Indeed, all classification tests consistently revealed the most
robust sensitivity toward voice within the anterior-to-mid por-
tion of STS/STG bilaterally, with more pronounced patterns in
the right hemisphere. Because activation of these regions has
been already implicated by conventional neuroimaging studies,
finding the voice sensitivity in these regions might be war-
ranted. We note, however, that the novel aspect of the present
finding does not lie in the anatomical localization of the results
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Fig. 5. Overlaps of binary classification for target vs. nontarget, performed on
each of the 7 nonhuman categories. For binary classifications on nonhuman
categories, human was excluded from the analysis. The color bar indicates the
number of overlaps amongst the binary classification map, in which red depicts
voxels that emerged across all comparisons.

Table 3. Cortical regions found in living vs. nonliving binary
classification

MNI Coordinates z-Value

Region Name x y z Cluster

Right middle temporal gyrus 66 �18 �7 5.27 5,851
Right superior temporal gyrus 48 �33 14 5.2
Right middle temporal gyrus �63 �24 0 5.14

Left precuneus �6 �54 63 4.47 38
Left precuneus �12 �75 56 4.41
Left precuneus �9 �63 66 3.48

Right inferior parietal gyrus 48 �33 52 4.04 45
Right postcentral gyrus 51 �30 60 3.93
Right inferior parietal gyrus 60 �36 49 3.57

Right insula 42 15 �7 3.99 26
Right insula 36 18 �14 3.45

1823MULTIVARIATE VOICE SENSITIVITY

J Neurophysiol • doi:10.1152/jn.00407.2014 • www.jn.org



but rather, in the use of a more specific measure of voice
sensitivity, indicating the distinct neural characteristics most
associated with response to the human voice, as indicated by
discrimination from nonhuman categories in performance
across all classification tests. To our knowledge, the present
study was the first to measure the voice sensitivity using
multivariate and signal detection theory, although MVPA was
applied to studying other aspects of voice processing, such as
emotional (Ethofer et al. 2009) or speaker’s gender represen-
tation (Ahrens et al. 2014). Among the bilateral temporal foci
of voice sensitivity, the more stringent eight-way PPV classi-
fication yielded three clusters exclusively within the right
middle temporal cortex. This right hemisphere dominance for
voice processing is indeed consistent with neuroimaging and
patient literature (Latinus and Belin 2011b; Van Lancker et al.
1988). Relatedly, a transcranial magnetic stimulation study
demonstrated that stimulating the mid portion of the right
STS/STG impaired voice/nonvoice distinction (Bestelmeyer et
al. 2011).

The role of the human temporal lobes in auditory object
categorization. Another important question that we sought to
address was whether those voice-sensitive clusters were exclu-
sively dedicated to the human category. Our results suggest
that this is not the case: whereas categorization performance
for the seven other nonhuman categories was clearly poorer
than that for the human category, the PPVs were still substan-
tially higher than chance-level performance. This indicates that
these neural resources are not exclusively devoted to the
computation of voice processing but are rather involved in
transcribing various time-varying acoustic signals into percep-
tual units (i.e., a single auditory object) (Leech and Saygin
2011). In the binary classification result, the significant voxels
occurred beyond the core auditory cortex (A1) and ran along

the mid-to-anterior portions of the STS/STG, which is often
termed as the auditory “what” pathway (Bizley and Cohen
2013). Our findings suggest that the human voice is privileged
in this pathway. Although such a proclivity for voice sensitiv-
ity may be one of the innate features of the human auditory
system, a recent study found acquired voice sensitivity in
7-mo-old infants but not in 4 mo olds (Grossmann et al. 2010),
speaking to the possibility that voice sensitivity could also
reflect auditory expertise (Leech et al. 2009).

Intriguingly, the sensitivity measures for nonhuman catego-
ries were comparable with each other, whether those sounds
were from living or nonliving objects. This result may speak
against the notion that human auditory cortex is more strongly
tuned to the living than nonliving auditory categories (Altmann
et al. 2007; Doehrmann et al. 2008; Engel et al. 2009; Kraut et
al. 2006; Lewis et al. 2005; Murray et al. 2006). For example,
past neuroimaging studies have consistently reported that liv-
ing sounds (e.g., animal vocalizations) activate foci within the
superior temporal lobe anterior to Heschl’s gyrus, whereas
nonliving sounds (e.g., hand-manipulated tools) instead acti-
vate higher-order regions beyond the auditory cortex, including
left posterior MTG and motor-associated parietal and frontal
cortices (Doehrmann et al. 2008; Lewis et al. 2005). In partic-
ular, the left STG was exclusively adapted to the animal
vocalizations, suggesting that this region is more sensitive to
the spectrotemporal properties emanated by living objects
(Altmann et al. 2007; Doehrmann et al. 2008). Such neural
propensity can be mirrored by a behavioral study showing
faster identification on the living than nonliving sounds (Gior-
dano et al. 2010).

Thus whereas it is still plausible that living auditory objects
are privileged by the early-to-mid stage of auditory processing,
due to their ethological significance, our study points to the
evidence that various environmental sounds, whether living or
not, appear to be equally well represented in the auditory what
pathway, which distinguished them from the conspecific hu-
man vocal sounds. Of course, we cannot completely rule out
that such distinction is based on differences in low-level
acoustic characteristics between living and nonliving catego-
ries of auditory objects. However, a recent MVPA study
abstracted coherent representation for living and nonliving
auditory objects within the STG and planum temporale, which
cannot be explained by the low-level acoustic differences
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obtained from the 8-way classification, the sensitivity index of human is
compared with that of each of the nonhuman categories at the group level. All
comparisons consistently yield greater voice sensitivity in bilateral temporal
lobes. The color bar indicates t-statistics.
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Fig. 7. PPVs of all categories in each of the 3 temporal clusters found by 8-way
classification. The bar plot indicates that sensitivity to human category is
clearly separated from sensitivity to nonhuman categories in each of the
clusters. The red circles depict the local peak of each cluster in the cross-
section views.
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(Giordano et al. 2013). Furthermore, the fact that such distinc-
tion emerged outside of the primary auditory cortex suggests
that low-level acoustic properties may not be the entire cause
of our finding.

Together, despite an ample body of related work, the ques-
tions of how rich acoustic signals contained in myriad envi-
ronmental sounds are eventually transcribed into distinct audi-
tory objects, as well as how human voice is privileged by the
neural process, still deserve further research. Nevertheless, our
findings are in accordance with the existing evidence regarding
the auditory what processing pathway and the location of
voice-sensitive regions. Here, we suggest that these voice-
sensitive clusters in mid and anterior STS/STG may serve as
generic cerebral processors for auditory object processing,
rather than as processors exclusively dedicated to the human
voice.

Other considerations. In the present auditory fMRI study,
we used a continuous imaging paradigm, meaning that stimuli
were presented against a background of acoustic scanner noise.
Although sparse imaging (Hall et al. 1999) has been commonly
used in auditory fMRI experiments to minimize the impact of
scanner noise, a major drawback of the technique lies in the
reduced amount of data collected. This is particularly undesir-
able when using MVPA classification, because insufficient
data often result in an overfitting problem (Pereira et al. 2009).
Furthermore, although sparse imaging may be well suited to
examine tonotopic organization in the primary auditory cortex,
there are other regions in which continuous imaging has been
shown to produce stronger results (Peelle et al. 2010; Petkov et
al. 2009). Accordingly, continuous imaging is often used for
investigating higher-order auditory processing, such as music
(Janata et al. 2002; Lee et al. 2011), speech (Kriegstein and
Giraud 2004; Raizada et al. 2010), and object categorization
(Adams and Janata 2002; Altmann et al. 2007; Kriegstein and
Giraud 2004). Because our primary aim was to understand
better the voice sensitivity, presumably observed beyond the
early auditory cortex, we decided to use a continuous imaging
paradigm.

Our study differs from some previous voice studies in that
we used an overt memory task to ensure subjects were attend-
ing to the stimuli. Although we acknowledge that this is an
important difference, it is unlikely that our results reflect
task-specific effects, as we did not observe any voice sensitiv-
ity in the areas in the frontal or parietal cortex, frequently
implicated in verbal working memory (Chein and Fiez 2010;
Smith and Jonides 1998). In addition, although the current
study was designed to engage attention as equally as possible
across sound stimuli by using “meaningless” nonspeech vocal
sounds, there can be no guarantee that the sounds were seman-
tically empty for all participants. Together, we stress some
degree of caution in interpreting our findings, and future
studies should address these potential issues in experimental
design.

Conclusion. A hitherto unanswered question is whether
strong cortical responses to voice reflect improved categoriza-
tion ability. In the present study, we explicitly tested this
possibility using MVPA and signal detection theory and found
that voice (i.e., human category) was indeed best distinguished
from all other nonhuman categories within the mid-to-anterior
portions of the temporal lobes. The present finding may open
up new directions for extending the current knowledge of the

neural mechanisms of voice processing mediated by temporal
cortex.
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