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Abstract

W Semantic concepts relate to each other to varying degrees to
form a network of zero-order relations, and these zero-order
relations serve as input into networks of general relation types
as well as higher order relations. Previous work has studied the
neural mapping of semantic concepts across domains, although
much work remains to be done to understand how the localiza-
tion and structure of those architectures differ depending on
various individual differences in attentional bias toward different
content presentation formats. Using an item-wise model of
semantic distance of zero-order relations (Word2vec) between
stimuli (presented both in word and picture forms), we used
representational similarity analysis to identify individual

INTRODUCTION

Relational reasoning, the ability to identify and apply pat-
terns of relationships present in a situation to another sim-
ilar situation, is a critical component of abstract thought.
Much of the research on relational reasoning examines
second-order relations (see Krawczyk, 2012, for a review),
which refer to the way that first-order relationships
between items relate to first-order relationships between
other items, such as part-whole relationships (e.g.,
door-house) or similarity between category comembers
(e.g., lemon-lime). A second-order relationship would be
the relationship of the relationships between two pairs of
words, such as saying that toe—foot and finger—hand are
both part—whole relationships and are analogous. The
first-order relationship is the specific relationship be-
tween items, such a toe—foot. Finally, at the most basic
level, zero-order relationships are the way that all items
relate semantically to each other when there is no explicit
consideration of that relationship. Ultimately, first-order
relationships are rooted in zero-order relationships, just
as each subsequently higher level of relationships is rooted
in the level below. Therefore, a better understanding of
the neural basis of zero-order relationships (i.e., semantic
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differences in the neural localization of semantic concepts and
how those localization differences can be predicted by indi-
vidual variance in the degree to which individuals attend to
word information instead of pictures. Importantly, there were
no reliable representations of this zero-order semantic rela-
tional network when looking at the full group, and it was only
through considering individual differences that a stable localiza-
tion difference became evident. These results indicate that
individual differences in the degree to which a person habitually
attends to word information instead of picture information sub-
stantially affects the neural localization of zero-order semantic
representations. [l

similarity) will also inform an understanding of the repre-
sentational structure underlying first-order and higher
relationships.

Second-order reasoning is a critical feature of relational
reasoning because the ability to observe patterns of relations
among one set of items and compare those patterns of re-
lationships to those observed between other sets of items
provides the basis for transfer of skills from one problem to
another, insight on how to approach novel situations, and
abstract thought as a whole (Hummel & Holyoak, 1997).
Second-order reasoning is theorized to function through
the representation of conceptual networks throughout
posterior sensory-based regions of the brain (Binder,
Desai, Graves, & Conant, 2009; Martin, 2007; Patterson,
Nestor, & Rogers, 2007; Thompson-Schill, 2003), and
domain-general relational reasoning networks, including
inferior parietal lobe and rostrolateral pFC, receive input
during semantic retrieval and analogical reasoning and
identify the second-order relations (e.g., analogies) when
similar zero-order relations are co-active (Green, Kraemer,
Fugelsang, Gray, & Dunbar, 2010; Green, Fugelsang,
Kraemer, & Dunbar, 2008; Wendelken, Nakhabenko,
Donohue, Carter, & Bunge, 2008; Green, Fugelsang,
Kraemer, Shamosh, & Dunbar, 2006; Bunge, Wendelken,
Badre, & Wagner, 2005).

Here, we focus on the nature of the zero-order represen-
tations that serve as input into the relational reasoning pro-
cess, including where these zero-order relational networks
are localized in the brain and how that localization differs
between individuals. The question of how concepts and
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the zero-order relationships between them serve as input
into second-order relationships is still the subject of inves-
tigation. One possibility is that relational reasoning relies
on directly activating the nodes and connections in the
semantic network each time a second-order relationship
is perceived. However, a recent study indicates that the
brain may implement a more efficient solution, in which
a network of general relation types (e.g., similar, contrast,
part—whole) exists independently of the conceptual
network and serves as the direct input to second-order
reasoning (Chiang, Peng, Lu, Holyoak, & Monti, 2020).
However, as the focus of relational reasoning studies has
typically been on second-order relations or general relation
types, these studies tend to use a relatively constrained set
of potential relationships between items. To better under-
stand the semantic networks that form the foundation of
relational reasoning, as well as how zero-order reasoning
inputs into higher-order reasoning, more work needs to
be done to investigate how the foundational zero-order re-
lations are represented, and how the neural instantia-
tion of those representations can vary between individuals.
Because concepts relate to each other in relational similar-
ity space that reflects semantic distance (Mikolov, Chen,
Corrado, & Dean, 2013), we can use representational
similarity analysis (RSA; Kriegeskorte et al., 2008) to
localize regions of the brain where the neural patterns of
activity in response to these concepts are similar to that
predicted semantic relational structure.

This study provides insight into the fine-grained patterns
of semantic similarity and how representations of meaning-
ful words and pictures can reliably and systematically vary
between individuals. This analysis leverages the Word2vec
model of semantic similarity (Mikolov et al., 2013) on the
level of individual items. This process results in a search-
light RSA model that will localize patterns of neural activity
where items like “wrench” and “screw” are represented
similarly, and differently from items like “bicycle” and
“fox.” Importantly, whereas the Word2vec model captures
fine-grained differences in the similarity of different items,
the Word2vec model used in the searchlight RSA is agnos-
tic to whether the item was originally presented to the par-
ticipant as a word or a picture. By using this pure semantic
model, similarities between items will not be confounded
by the format of item presentation, and we will be better
able to determine that any material-specific processing is
because of individual differences in the format of concep-
tual representation. We aim to use this analysis to put a
finer point on the results from our previous study (Alfred,
Hayes, Pizzie, Cetron, & Kraemer, 2020), in which we iden-
tified stable patterns of individual variation to localized
regions that are common between participants and which
are the result of individual differences in representation
because of differences in habitual attention bias to word
versus picture representations of concepts.

For both our prior study (Alfred et al., 2020) and the
current study, we use a measure of attentional bias as our
primary measure of interest for individual variation. The

way a stimulus is encoded is shaped largely by which of
its features the viewer is attending. For example, when
looking at directions to a new place, one person may
remember the step-by-step directions, whereas another
person may create a mental map of the area. The theory
of material-specific encoding states that the format of a pre-
sented stimulus (e.g., the word “cat” vs. a picture of a cat)
affects which areas of the brain are recruited during encod-
ing and retrieval (Grady, McIntosh, Rajah, & Craik, 1998;
Wagner et al., 1998). Earlier research has shown that there
is a divide between cognition, which is primarily linguisti-
cally mediated (verbal cognition) and that which primarily
operates on visuospatial representations (visual cogni-
tion), and that these are localized to different areas of the
brain. For example, Milner, Corsi, and Leonard (1991)
found that lesions in the left medial temporal lobe interfere
with verbal memory, whereas lesions in the right temporal
lobe interfere with memory for nonverbal material. Further
research has concluded that language processing is associ-
ated with the left hemisphere, whereas visuospatial pro-
cessing is associated with the right hemisphere (Golby
et al., 2001; Gross, 1972; Milner, 1971). However, mental
representations of almost any object encompass a large set
of properties including its appearance; the word for the
item; how it sounds, feels, or smells; and the context in
which it is encountered (Martin, 2007; Lacey & Campbell,
2006; Malt, 1990). An individual’s perception of the item
depends on which of these properties they preferentially
attend to. As a result, different individuals may encode verbal
and visual stimuli differently relative to one another on the
basis of habitual attention to word or picture representations
regardless of the original format of presentation. Building on
the results of our previous study, we predict that people who
show an attentional bias toward words will encode stimuli in
language-specific regions, such as the speech production
network, despite the fact that half of the stimuli were only
presented in picture form.

METHODS

This study is a novel analysis of the data set originally used
in Alfred et al. (2020) and Hayes, Alfred, Pizzie, Cetron, and
Kraemer (2020). The previous two studies focused on the
similarity in the neural representation of studied word and
picture stimuli (compared to abstract pictures and pseudo-
words) and differences in white and gray matter structure
associated with verbal attentional bias. In this study, we aim
to use the same data set to examine the neural representa-
tion of zero-order semantic relations. Compared to the
study of Alfred et al. (2020), which utilized a basic level
dissimilarity matrix (DM) to localize regions of the cortex
that represented meaningful words and pictures similarly
to each other and differently from pseudowords and
abstract pictures, this study leverages a rich dissimilarity
structure calculated with Word2vec to identify a specific
zero-order relational structure.
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Participants

Twenty-eight (16 female, M, = 20.7 years) undergraduate
and graduate students at Dartmouth College participated in
this study. All participants were right-handed native English
speakers with normal or corrected-to-normal vision, with no
history of neurological or psychiatric disorders. All partici-
pants provided informed written consent and were com-
pensated with a choice of cash or course credit for their
participation. This study has been approved by the
Dartmouth Committee for the Protection of Human
Subjects. The data from two participants had significant
problems going through the analysis pipeline (described
below) and could not be analyzed, leaving data from a total
of 26 participants for analysis.

Verbal Attentional Bias Task

We designed a novel behavioral task to measure the
degree to which participants attended to visual and verbal
information. This task was administered as part of a battery
of measures of visual and verbal cognitive ability, as well as
the Verbalizer-Visualizer Questionnaire measure of cogni-
tive style. In each trial, a card suit symbol was displayed
with an accompanying text label, and participants were
asked to press a key to identify whether they were being
shown club, spade, or heart (Figure 1A). The experi-
menters gave the participants the specific instructions to
“Please respond as quickly and as accurately as you can.
Use three fingers on J, K, L pressed by the index, middle,
and ring fingers respectively. J* corresponds to club. ‘K’

corresponds to heart. ‘L’ corresponds to spade (in alpha-
betical order). Open the door and get me when the exper-
iment is complete.”

The experiment consisted of 192 trials, where 144 (75%)
presented congruent information—that is, the text labels
matched the symbols shown. In 48 (25%) of the trials, how-
ever, the picture and the text label had conflicting
information (e.g., a picture of a club with text that says
“spade”). Participants were not informed that there may
be any incongruency between the picture and word
presented, and all practice trials with the experimenter
present were congruent. The experimenter then left the
room, so when encountering incongruent trials, the partic-
ipant would need to determine which piece of information
was most salient. A measure called “word attentional bias”
was calculated as the percentage of incongruent trials for
which the participant pressed the key corresponding to
the verbal label (Figure 1B). Each of the three suits was
the target in an equal number of times, and the location
of the text was counterbalanced for presentation above
and below the picture. The center of the screen was
between the picture and the text. This task was completed
in the same session as the other behavioral measures,
within a week after the initial fMRI session.

Word and Picture Intentional Encoding Task
(fMRI Task)

During the fMRI session, participants were presented with
sequences of items to study for a later test. The items were

Figure 1. Structure of

attentional bias task. A
(A) Participants were instructed
to press J for club, K for heart,

and L for spade, and to respond

as quickly and accurately as
possible. Most trials (75%) Club

presented congruent word and
picture information. (B) Some

Heart

Spade

trials (25%) unexpectedly
presented a word and picture
L

that were incongruent.

)

Participants had to rapidly decide
to select the key corresponding
to the picture (in this case, B
responding K for heart) or
word (in this case, responding
L for spade). Figure used with
permission from Alfred et al.
(2020).
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Example fMRI Task Block Order

Intentional Intentional Old/New Intentional Intentional Old/New

Encoding Encoding Test Encoding Encoding Test
Object Pseudo Object Object Abstract Object
Names - Words - Names - - -

Example fMRI Task Stimuli

Object Names Pseudo Words Object Pictures Abstract Pictures

WINDMILL GWORP f

Example fMRI “Object Name Intentional Encoding” Trial Design

BAT + + CARROT

+ DOOR + BAT

25sec 25sec 2.5sec 25sec

2.5sec 25sec

25sec 25sec

Participant button
response for repeat

Figure 2. Overview of fMRI session and stimuli. Participants were instructed to study a block of items with object names, such as “windmill,” followed
by a block of pseudowords, such as “gworp.” After studying pseudowords, participants were tested on the object names they had studied earlier. This
procedure was repeated with object pictures and abstract pictures, with a test on the object pictures. Whether participants saw the object name +
pseudoword block first or the object picture + abstract picture block first was counterbalanced between participants. Figure used with permission

from Alfred et al. (2020).

presented in lists that were blocked by content type—
object names, pseudowords, object pictures, and abstract
pictures—designed to measure neural activity during in-
tentional encoding (Figure 2). Participants were instructed
to pay attention to the stimuli for a later test, specifically
being told, “In this section you will see a series of words.
Pay attention to each word and try to remember it—your
memory for these words will be tested later. You should
also pay attention to when an item has been presented
more than once. When you see a word appear for the sec-
ond time, press the button with your right index finger.
Otherwise do not press a button.” The same instructions
were used for the object name and pseudoword condi-
tions. In conditions with object pictures and abstract pic-
tures, the instructions remained the same except that
“word” was changed to “picture” to match the stimulus
type being presented. Participants completed 4 study
blocks and two test blocks, and were only tested on object
names and object pictures.

During study blocks, while participants studied the items
for the test, they simultaneously watched for repeated
items, and made a button response during the study blocks
only if they identified a repeated item. After memorizing a
list of English object names and a list of pronounceable
pseudowords, participants took a test on the object names
they had studied. Tests contained 120 trials, and partici-
pants indicated if an item was studied or new, as well as if
they had a “high” or “low” level of confidence, or if they
were making a “guess.” Half of the trials contained one of
the 60 items studied in the word block, and 60 items were
new. Whereas the participants took the test in the scanner,

anatomical and diffusor tensor imaging sequences were
collected instead of functional scans. After the object name
test, participants studied a set of object pictures and a set of
abstract pictures and then took a test on the object pictures.
Participants were not given tests on either the pseudo-
words or abstract pictures. Each block contained 60 items
that would appear on the test for that block (presented
2.5 sec each), six repeat items that were shown twice (total
of 12 presentations, 2.5 sec each), and variable-duration
fixation crosses (72 fixation periods, 2.5 sec each, with up
to three fixation periods in a row) all interleaved together.
In the object picture block, the critical items were readily
nameable black line drawings from the Snodgrass item set
(Snodgrass & Vanderwart, 1980). In the object name block,
the words used were the names of pictures from the object
picture block, although no participant saw the set of object
names that labeled the object pictures presented to them.
Abstract pictures were black line drawings with both
straight and curved lines, but did not resemble any object.
Pseudowords were drawn from the Deacon, Dynowska,
Ritter, and Grose-Fifer (2004) set of pronounceable non-
words that did not have English roots. Repeat items to
check for continued attention were present during all four
blocks and were composed of the same type of stimuli but
were not used in the test. Although it is possible participants
could have become aware that they were not going to be
tested on abstract picture/pseudoword blocks after not
being tested on the presentation of the first of those two
blocks, this did not affect participant engagement in the
encoding task, as evidenced by performance on the repeat
detection task.
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Regardless of which of the two abstract blocks partici-
pants were exposed to first, participants had nearly identi-
cal signal detection rates for repeated items, indicating
engagement in the encoding process, especially given
most of the repeated trials had a large number of interven-
ing items between the initial presentation and the repeat.
Participants showed virtually identical signal detection
rates regardless of if the object name + pseudoword block
was presented before or after the object picture + abstract
picture block (d'first pres : M = 2.48, 8D = 0.78; d'second-pres.:
M = 2.56,8D = 0.83), t(26.5) = —0.24, p = .81; and simi-
larly showed no difference in signal detection for abstract
pictures (@ s pres : M = 1.47,8D = 0.90; d'sccond-pres: M =
1.55,8D = 0.64),#(25.3) = —0.28,p = .79. These data were
not used for any further individual differences analyses be-
cause of the limited number of repeat trials per participant.
As mentioned above, with the exception of attention check
repeat trials, none of the items were repeated between
conditions (i.e., a word studied in one block would not
be the name of a picture studied in a later block), and
the lists were counterbalanced between participants. The
fMRI session lasted approximately 2.5 hr (Figure 2).

MRI Scanner Information

Scans took place at the Dartmouth Brain Imaging Center
with a Phillips 3T Achieva Intera using a 32-channel sense
head coil. For the functional runs, there were four runs of
150 volumes per run for 600 functional (T2*-weighted)
volumes with a repetition time of 2.5 sec. The functional
scans were a gradient-echo EPI with 42 transverse slices at
3 mm per slice. Echo time was 35, and flip angle was
90°. The scan image acquisition order used was Philips
interleaved.

Univariate Functional Imaging Analysis

Neural data were preprocessed for analysis using the FSL
tools for motion correction and registration (MCFLIRT:
https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/MCFLIRT; Jenkinson,
Bannister, Brady, & Smith, 2002). After preprocessing, each
participant’s neural response to each item was then modeled
using a gamma-convolved hemodynamic response function
after onset of the display of the items during the study blocks
and were smoothed with a 5-mm FWHM Gaussian kernel.
Regressor covariance estimates output by FSL during uni-
variate analysis confirmed that these portions of the trial
were statistically separable (no two regressors were corre-
lated at greater than 0.25) because of the jittered-duration
fixation periods inserted between each trial. Beta values
used in the RSA (described below) were calculated from
the contrast of studied item (separated by study block by
a run-level regressor to account for the blocked design)
compared to jittered fixation baseline. Participant anatom-
ical data for the searchlight RSA were prepared from 1-mm
T1-weighted images using FreeSurfer and PyMVPA’s prep-
afni-surf function (Fischl, 2012).
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Searchlight RSA

We used a surface-based searchlight mapping technique
with a 5-voxel radius and with white matter excluded
(Oosterhof, Wiestler, Downing, & Diedrichsen, 2011) to
produce a whole-brain map for each participant (registered
to Montreal Neurological Institute space). The resultant
value at each surface node reflected the z-scored cosine
similarity between local neural DM (untargeted neural
dissimilarity between all of the items) and the target similar-
ity structure (the a priori Word2vec model). The a priori
Word2vec semantic DM was created to probe for semantic
similarity with a model that is sensitive to fine-grained
semantic differences between words but does not account
for differences between whether the item was presented in
word or picture form. Specifically, the DM for the search-
light RSA was created using the Word2vec (Mikolov et al.,
2013) dissimilarity between each pairwise combination of
the items viewed by participants in the object name and
object picture blocks, with the diagonal values discarded
and not used in further analyses (Figure 3). One item was
not able to be modeled by Word2vec (“rollerskate”) and
was discarded from further analysis, leaving 119 total items
in the analysis.

The local neural DM for each participant at each surface
node was computed using z-scored cosine similarity
between activity patterns for all possible pairings of the
119 items (7021 pairwise dissimilarities, total). Activity
patterns were defined by the (2 mm?) voxel-wise estimated
hemodynamic responses from general linear model analy-
sis of the functional data, outlined in detail above. These
analyses were performed using Python and PyMVPA
(www.pymvpa.org; Hanke et al., 2009), SciPy (scipiy.org),
and NumPy (numpy.scipy.org). At each searchlight loca-
tion, we calculated the z-scored cosine similarity between
the resultant DMs with the semantic item model DM, yield-
ing a whole-brain map for each participant. To correct for
multiple comparisons and determine the likelihood that
the observed correlations could have occurred because
of chance, we conducted a permutation test to compare
our observed results to a null distribution of 10,000 random
permutations of the modeled semantic DM (Winkler et al.,
2016). The values displayed in our RSA results were calcu-
lated as the number of times the actual observed average
mean-centered cosine similarity exceeded the average
mean-centered cosine similarity at a given searchlight
across participants for permuted observations, divided by
10,000 (Figure 4).

Whole-Brain Correlation with Attentional Bias

Using the whole-brain permutation-corrected z-map RSA
results for each participant as input, we correlated these
results with each participant’s individual word attentional
bias score, which was calculated by subtracting the per-
centage of trials that a participant responded to pictures
from the percentage of the time the participant responded
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Figure 3. Semantic model of dissimilarity of zero-order relations, using Word2vec. Each item had its pairwise semantic dissimilarity calculated using
Word2vec, and this model of semantic dissimilarity was used in the searchlight RSA with participant neural dissimilarity for each item.

to the word. The resulting score ranged from 1 (responded
only to words) to —1 (responded only to pictures). A
participant with a score of 0.8 would respond to the word
80% of the time, a participant with a score of —0.6 would
respond to the picture 60% of the time, and a participant
with a score of 0 would respond to words and pictures at
equal rates. Any trials where participants provided invalid
responses (such as responding “club” to a trial with a pic-
ture of a heart and the word “spade”) were discarded and
not included in the calculation of this score. After correla-
tion with RSA maps, this resulted in a single surface map
where the value at each node was the correlation between

how biased the participant was toward stimuli presented as
a word and the permutation-corrected z-score of how
closely the pattern of neural activity at that node reflected
the patterns of semantic relationships between items. In
summary, the correlation map identifies neural regions
where the patterns of neural activity match the patterns
of semantic similarity better for participants who attend
to words more than pictures. This correlation map was
permutation corrected to account for the large number
of correlations in a similar way to how the individual partic-
ipant RSA correlations were corrected. We generated a
distribution of 1000 potential correlations at each node

Figure 4. Permutation
correction process. The a priori
Word2vec model of semantic
similarity is first shuffled

(or permuted) 10,000 times to
create a distribution of possible
correlations at each surface
node. Because this distribution
is based off of the actual data,
no assumptions about the
distribution need to be made. =
We then calculate how much
greater the actual observed
similarity was compared to the

Permutation Testing

T
Shuffled (permuted) 10,000 times

3.75

15

average similarity, and that
resulting z value is displayed on
our later RSA surface maps.

Permutation # 1

a priori Model

2

10,000 §

/

Y
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by shuffling the ordering of the word attentional bias score
vector and calculated the z score of the likelihood that the
correlation at that node was because of chance. The final
surface map shows the permutation corrected z scores,
which represent the strength of the patterns of neural
activity similar to the Word2vec model of semantic similar-
ity for participants who attend to word information relative
to participants who attend to picture information.

NeuroSynth “Speech Production”
Correlational Analysis

Based on the results of our previous studies (Alfred et al.,
2020; Hayes et al., 2020) and the fact that many participants
in the previous study reported a strong preference for
subvocal repetition strategies (e.g., “Repeated the names
of the items to yourself”) compared to other types of verbal
strategies (e.g., “Constructed a story based on the items”)
in the memory task, we wanted to determine if the strength
of a participant’s word attentional bias score predicted the
strength of the similarity between the Word2vec model of
semantic similarity and patterns of neural activity in speech
production regions. Rather than use an anatomically
defined region, we used the NeuroSynth (www.neurosynth
.org; Yarkoni, Poldrack, Nichols, Van Essen, & Wager,
2011) term-based association test meta-analytic map for
“speech production.” This association test meta-analytic
map identifies brain regions that are selectively active in
studies about speech production by comparing the rates
of being identified as an active region in studies mention-
ing “speech production” (86 studies) to the rates of being
identified as an active region in all other studies (14,371
total studies). The “speech production” association test
map is thresholded at false discovery rate-corrected p <
.01. This speech production map was binarized and used

to mask each participant’s permutation-corrected RSA
z-map. Inside the mask, each participant’s average z score
was calculated, so that each participant had one value
corresponding to the average degree of similarity that
their patterns of neural activity in that mask corresponded
with the Word2vec model. These values were correlated
with each participant’s word attentional bias score to cal-
culate the degree to which the strength of the semantic
representation correlated with the degree to which each
participant was attentionally biased toward words over
pictures.

RESULTS
Attentional Bias Task

The purpose of this task was to measure how frequently
participants selectively attended to information provided
by words instead of pictures. For each participant, we calcu-
lated a word attentional bias score, which was the rate that
participants responded based on the word in the incon-
gruent trials instead of the picture, or the percentage of
trials that a participant responded to pictures subtracted
from the percentage of the time the participant responded
to the word, resulting in a score that ranged from 1 (re-
sponded only to words) to —1 (responded only to pictures).
were split on whether they preferentially responded to
words or pictures, although participants tended to be
internally consistent across trials (Figure 1). Many partici-
pants had a clear preference for either words or pictures,
and even the three participants with the attentional bias
scores closest to 0 still chose their preferred content type
between 10% and 20% more than the other content type
(Figure 5).

Word attentional bias was significantly negatively corre-
lated with higher accuracy during the picture memory test,

Figure 5. Distribution of
attentional bias scores. The HiStOgram of ParﬁCipant
majority of participants showed Word Bias Scores
a clear attentional bias toward . ) )
either word or picture Participant rate of responding to word label (# of trials)
information. Although three -50 -40 -30 -20 -10 0 10 20 30 40 50
participants seemed to be split
between the two, they still
preferred one content type
between 10% and 20% more
than the other.
-50 -40 -30 -20 -10 0 10 20 30 40 50
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Figure 6. Brain regions where
word attentional bias scores
predict strength of semantic
representation. In the displayed
clusters, participants with a
stronger attentional bias toward
words show patterns of neural
activity that more closely reflect
the semantic structure of
zero-order relations predicted
by Word2vec than participants
with attentional bias toward
pictures.

7(24) = —.46, p = .018, Cohen’s d = 1.04. The comparable
verbal-visual cognitive style subtraction score did not cor-
relate significantly with the picture memory test, 7(24) =
—.18, p = .38, Cohen’s d = 0.36. Furthermore, this
measure of attentional bias has been shown to be able to
predict behavioral outcomes that were not predicted by
any other measure (for details, see the Supplementary
Material of Alfred et al., 2020).

Searchlight RSA

We ran a whole-brain surface searchlight RSA on the indi-
vidual participant level to understand where in the brain
patterns of neural activity best reflect the structure of
semantic similarity (as defined by the Word2vec model).
To identify potential brain surface regions where all partic-
ipants had patterns of brain activity that correlated well
with patterns of semantic similarity between items, we
created one map that was the average map of all partici-
pants. There were no significant clusters (area > 136 mm?,
p < .05, calculated through AFNT's surface-based imple-
mentation of ClustSim bootstrapped cluster extent thresh-
old, slowsurfclustsim), indicating that there were no brain
regions that reliably represented the semantic structure
predicted by Word2vec across all participants.

Correlation between RSA and Word
Attentional Bias

To check for effects of individual differences in the localiza-
tion of the representation of the structure of the zero-order
semantic relations, we created a whole-brain map that cor-
related each participant’s permutation-corrected z score at
each node with that participant’s word attentional bias
score. This resultant map shows which brain regions have

a higher degree of similarity between the patterns of neural
activity and the modeled semantic structure predicted by
the degree to which an individual selectively attends to infor-
mation presented as a word instead of a picture. The RSA
and word attentional bias map was permutation corrected
for multiple comparisons, similarly to how participant data
were permutation corrected for the original searchlight
RSA. Using the same bootstrapped cluster extent threshold
(area = 136 mm?), we identified three significant surface
clusters (see Figure 6 and Table 1). Two of the three clusters
were left-lateralized, in the supramarginal (SMG) and supe-
rior temporal sulcus, which have previously been found to
be associated with language processing (Sliwinska,
Khadilkar, Campbell-Ratcliffe, Quevenco, & Devlin, 2012;
Stoeckel, Gough, Watkins, & Devlin, 2009; Xu, Kemeny,
Park, Frattali, & Braun, 2005; Crinion, Lambon-Ralph,
Warburton, Howard, & Wise, 2003). The cluster in the left
SMG is similar to a cluster identified by Kraemer, Rosenberg,
and Thompson-Schill (2009) as being more active in partic-
ipants with a verbal cognitive style (as defined by the
Visualizer-Verbalizer Questionnaire; Kirby, Moore, &
Schofield, 1988). Furthermore, Kraemer, Hamilton,
Messing, DeSantis, and Thompson-Schill (2014) found that
rapid TMS applied to the left SMG during a task that
required applying verbal labels to pictures affected the
performance of participants with a higher verbal cognitive
style compared to participants with a visual cognitive
style. These results indicate that the left SMG in particular
is not only important for language cognition, but that this
region is particularly important for individuals who prefer
verbal material and may be using a strategy that involves
verbal labeling of visual items.

We also calculated the same correlation map with the
word attentional bias scores flipped (calculated as % of
incongruent trials participant responded to picture — %
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Table 1. Significant Clusters from Permutation-Corrected Whole-Brain Correlation with RSA

Average Maximum Cluster Size Peak Coordinates
Region Permuted z Permuted z (mnr’) x, ¥, z), MNIT
Left SMG 2.185 3.593 160.06 —56, —36, 0
Right Middle Cingulate 2.158 3.212 385.29 8, —20, 62
Left STS 2.151 3.553 194.46 —52, —42, 30

MNI = Montreal Neurological Institute; STS = superior temporal sulcus.

of incongruent trials participant responded to word) to
check for regions where patterns of activity that better
reflect semantic structure are more likely in participants
who are attentionally biased toward pictures. There were
no clusters that were significant at the bootstrapped extent
(area = 136 mm?). The closest three clusters were 83, 76,
and 59 mm?, and were located in the left middle orbito-
frontal cortex, left superior occipital gyrus, and right pre-
central gyrus.

Correlation within Speech Production Regions

The NeuroSynth “speech production” association test
meta-analytic map was used to define which regions were
considered to be related to speech production (for more
details about the speech production map, see Methods
section). This speech production map was used to mask
each participant’s individual permutation-corrected RSA
z-map. We then calculated the average z in the speech pro-
duction map for each participant and correlated that value
with participant word attentional bias scores. We found
that, inside the NeuroSynth speech production network,
the average z values from the permutation-corrected
semantic Word2vec RSA correlated with participant word
attentional bias scores, 7(24) = .41, p = .038, Cohen’s

d = 0.9 (Figure 7). This is consistent with our prior findings
(Alfred et al., 2020) and indicates that individuals who
demonstrated a stronger attentional bias toward words
have stronger representations of zero-order semantic rela-
tions in speech production regions.

DISCUSSION

Overall, these results indicate that there is a significant
degree of reliable individual variation along the dimension
of attentional bias and that measure predicts different
localization of zero-order semantic relations as well as the
strength of that representation. Furthermore, individual
differences are critical to being able to identify the brain
regions where the pattern of neural activity reflects the
zero-order semantic structure between those items.
When the analysis was run across all participants, there
were no regions that significantly represented the zero-
order semantic structure. However, when testing for the
correlation between the zero-order semantic structure
and word attentional bias, several brain regions showed
that word attentional bias modulated the strength of the
representation of zero-order relationships in these regions.
(as shown in Figure 6). No regions were found to show
activity correlating with picture bias. However, it is possible

Figure 7. Word attentional bias
score significantly correlates with
the strength of the zero-order
relations of semantic
representation in speech
production regions. Participant
average permutation-corrected
z scores from the RSA with the
Word2vec semantic model were
predicted by participants’ word
attentional bias scores, indicated
stronger representation of
semantic information in speech
production regions for
participants who selectively
attend to word information.
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that such regions exist, despite the fact that our analysis did
not detect them. Furthermore, research by Blazhenkova
and Kozhevnikov (2009) has suggested that rather than a
single, unified visual cognitive style, some individuals
might respond preferentially to object imagery and spatial
imagery. The present task was not designed to assay that
distinction, so it is possible that individual differences in
nonverbal attentional bias are not captured here. These
results are also consistent with the results of our earlier
study, Alfred et al. (2020), which identified regions reflect-
ing coarse semantic similarity (where activity patterns
during the object names condition and object pictures
condition were similar to each other, but dissimilar to pseu-
dowords and abstract pictures conditions) that differed
based on word attentional bias. That study showed that in-
dividual biases toward verbal or visual processing affected
the encoding of semantically meaningful content regard-
less of the format (word or picture) in which that content
was presented. Participants with strong implicit bias toward
visual cognition gave responses that corresponded to the
pictorial information presented, whereas those who
responded preferentially to presented words were said to
have a verbal bias. At the condition level, these attentional
biases predicted differences in behavioral performance
for a picture-only memory test and gave rise to distinct
patterns of neural activation in response to both words
and pictures (e.g., participants with a verbal attentional
bias had neural patterns of activity that were similar for
both words and pictures in verbally-associated regions).
Importantly, these individual differences were only ob-
served for semantically unambiguous and meaningful
content (i.e., highly imageable words and easily namable
pictures) and not for easily pronounceable pseudowords
or abstract pictures. Searchlight RSA revealed that brain
areas associated with content-general semantic encoding
were more similar between participants, consistent with
previous research (Frankland & Greene, 2015; Shinkareva,
Malave, Mason, Mitchell, & Just, 2011; Binder, Westbury,
McKiernan, Possing, & Medler, 2005; Thompson-Schill,
2003), whereas individual differences were reflected in
material specific areas (such as the speech production net-
work). Particularly, this study expands on the results of
Shinkareva et al. (2011), who were able to use multivariate
pattern analysis to decode object category from cross-format
stimuli (e.g., identify a picture’s category based on the
viewing of the word that labeled that picture). Through
our approach in this study, we were able to similarly identify
cross-format semantic structure, even with participants
only seeing a single presentation of each item in one for-
mat rather than seeing the item in both word and picture
form. The results of the current study also provide a signif-
icant advance over our earlier study by using Word2vec
to model the pairwise zero-order relational semantic
similarity between items, regardless of whether the item
was originally presented as a word or a picture, instead of
a condition-level analysis that could only probe for regions
that represented meaningful content in two formats (word

and picture) similarly to each other while controlling for
basic stimulus features. Despite the significant changes in
the analysis approach, both studies highlight the impor-
tance of considering individual differences in the represen-
tation of zero-order semantic relations.

Other research has suggested that the dimensions of
verbal and visual cognition represent an important domain
of individual differences in cognition (for a review, see
Alfred & Kraemer, 2017). Prior research has shown that
individuals differ in the extent to which they prefer to
attend to information in each of these dimensions (Miller
et al., 2009; Kirchhoff & Buckner, 2006; Casasanto et al.,
2002; Miller et al., 2002). For example, Zarnhofer et al.
(2013) found that individuals who have a verbal cognitive
bias show increased activation in language-associated
areas of the left hemisphere (e.g., the left angular gyrus)
during mental calculation. Neural differences in informa-
tion encoding and retrieval that are biased toward either
verbal or visual cognition are stable across time (Miller,
Donovan, Bennett, Aminoff, & Mayer, 2012; Miller et al.,
2009), and correlate with self-reported verbal or visual
habits of thought (Kraemer et al., 2009, 2014, Miller et al.,
2012; Hsu, Kraemer, Oliver, Schlichting, & Thompson-
Schill, 2011; Kirchhoff & Buckner, 2006). Given the exten-
sive body of work that has continued to demonstrate that
there are high degrees of reliable variation between individ-
uals in the processing of zero-order semantic relations,
more studies should include measures of individual differ-
ences when attempting to model the structure of these
representations.
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