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#### Abstract

Quantum circuits consisting of single and two-qubit gates selected at random from a universal gate set are examined. Specifically, the asymptotic rate for large numbers of qubits $n$ and large circuit depth $k$ at which $t$-order statistical moments of the matrix elements of the resulting random unitary transformation converge to their values with respect to the invariant Haar measure on $U\left(2^{n}\right)$ are determined. The asymptotic convergence rate is obtained from the spectral gap of a superoperator describing the action of the circuit on $t$-copies of the system Hilbert space. For a class of random quantum circuits that are reversible and invariant under permutation of the qubit labels, the gap and hence the asymptotic convergence rate is shown to scale as $\sim 1 / n$ for sufficiently large $n$, with a coefficient that may in general depend on $t$. Bounds are derived between the convergence rates for a broader class of reversible random quantum circuits and the convergence rates of second order moments of irreversible random quantum circuits are examined through a mapping to a Markov chain.

Weak constraints are constructed for finite moments of matrix elements of local observables with respect to the eigenvectors of general many-body Hamiltonians in the thermodynamic limit. This is accomplished by means of an expansion in terms of polynomials which are orthogonal with respect to the density of states. The way in which such constraints are satisfied is explored in connection to non-integrability and is argued to provide a general framework for analyzing many-body quantum chaos. Hamiltonians consisting of the $X X$-interaction between spin- $1 / 2$ particles (qubits) which are nearest neighbors on a 3 -regular random graph (non-integrable), and an open chain (integrable), are diagonalized numerically to illustrate how the weak constraints can be satisfied. The entanglement content of the eigenvectors of chaotic many-body Hamiltonians is discussed as well as the connection between quantum chaos and thermalization in closed quantum systems.
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## Chapter 1

## Introduction: Motivations and

## Overview

An important way in which quantum mechanics departs from classical mecganics is the fact that a pure state can be described by a vector in a discrete Hilbert space of a potentially large dimension, compared to the number of coordinates, rather than by a point in a phase space. For a manybody system the dimension $N$ of the state space grows exponentially as $N=2^{n}$ with the number $n$ of constituent parts. This fact allows for some advantages of quantum computing over classical computing models, but also makes exact calculations of many-body eigenstates and expectation values a hopelessly complicated task. In particular, since quantum states are represented by vectors, the notion of a random state of a quantum system is more subtle and involves more complexity than classical randomness. Since, as in classical dynamics, quantum evolution is a transformation on the state space, the fact that quantum states are Hilbert space vectors requires that random quantum dynamical processes be understood in terms of random unitary transformations.

In classical information processing, the use of randomized algorithms and techniques has been extensively explored. Recently, the quantum information community has asked the parallel question for quantum computation, namely, what quantum information processing tasks can be performed or improved if one has access to random quantum states and unitary transformations, and what does the
assumption of random states and unitary transformations permit one to prove that may be difficult or impossible otherwise. Several application have been developed, perhaps most notably, that the strength of a noisy quantum channel can be estimated in an efficient and unbiased way by twirling the channel with a random unitary transformation [1]. Other examples include, fast "scrambling" of information, efficient quantum tomography and randomized gate benchmarking $[2,3,4]$.

It has been shown that parallel to a result from classical computation theory, random unitary transformations are good encoders of quantum information. Specifically, a mapping from a logical Hilbert space of $k$-qubits to a random subsystem of an $n>k$ qubit system, has been shown to saturate the quantum erasure channel. This result has been applied to the problem of the black hole information paradox [5]. Strikingly, a pair of channels for which the the minimum output entropy is not additive can be shown to occur with finite probability through a randomized construction [6].

Nevertheless, it can be shown that to generate an arbitrary unitary transformation on the state space of an $n$-qubit system requires a number of single and two-qubit gates that grows exponentially with $n$. But this need not be as severe a setback as it appears, since not all protocols which assume access to random unitary transformations require a fully random unitary transformation with respect to the Haar measure. It has been useful to classify protocols by the minimum required order moments that are required to be equivalent to the Haar measure. A distribution which requires only moments of up to order $t$ is referred to as a unitary $t$-design [1]. Many algorithms, notably encoding and twirling protocols require only a 2 -design, which has been shown to require only $\mathcal{O}(n \log n)$ gates [7].

Perhaps the simplest way to construct random unitary transformations is by selecting gates at random from a universal gate set. So-called random quantum circuits were first introduced in [11] and were suggested as a method for efficient twirling in [1]. The extent to which random quantum circuits are efficient $t$-designs was raised in [7] and proved to be efficient in $n$ for the case $t=1$ and $t=2$. In the first part of this thesis I will examine the question of how quickly moments of arbitrary order $t$ of random quantum circuits converge to the Haar measure, as well as how some aspects of random quantum circuit design influence the convergence rates.

In Chapter 1 mathematical tools will be presented for analyzing the convergence rate of random quantum circuits to the Haar measure. It will be shown that the convergence rate for $t$-order moments is determined by the properties of a superoperator describing the action of the random
quantum circuit on $t$-copies of the system. In Chapter 3 random quantum circuits which are reversible, for which corresponding moment superoperator in Hermitian, will be examined. Bounds will be constructed relating the gap between the largest and second largest eigenvalue of the moment superoperator corresponding to different design parameters for random quantum circuits. As reported in [19], it will be shown for a class of random quantum circuits which is invariant under permutations of the qubit labels, that for sufficiently large $n$, and for any $t$ the gap and hence the convergence rate scales as $1 / n$. The relationship between the gate complexity of typical unitary transformations and the linear asymptotic scaling result for the convergence time of finite order moments will be discussed. In Chapter 4, irreversible random quantum circuits, for which the moment superoperator is not Hermitian, will be discussed. It will be shown that the optimal convergence rate for second order moments of any permutationally invariant random quantum is achieved using an irreversible gate distribution suggested by an implementation of a random quantum circuit as a measurement pattern on a cluster state. [20].

In the remainder of this thesis, so-called many-body quantum chaos is examined. It was first suggested by Wigner [8] that the eigenvalues and eigenvectors of a complex quantum many-body Hamiltonian ought to have the same statistical features as certain ensembles of random matrices. It was later noticed that this property also holds for quantized versions of classically chaotic systems. That is, for strongly non-integrable quantum Hamiltonians the eigenvectors and eigenvalues appear random with respect to an appropriately defined measure on the Hilbert space. Similar to the occurrence of phase-space mixing and ergodicity in classical systems, the randomness of the eigenvectors of a choatic quantum Hamiltonian suggests that the corresponding propagator acts as a random unitary transformation, and thus randomizes initial states. However, since the Hamiltonian is fixed and depends on only a small number of parameters compared to the dimension of the system Hilbert space, the resulting dynamics is not characterized by true randomness but is pseudo-random. I investigate the properties of chaotic many-body systems, such as interacting spin- $1 / 2$ (qubits) systems. I will generalize well known conjectures and results from semiclassical quantum chaos, which pertains to the large energy limit of quantum systems for which a classically chaotic limit exists, to the thermodynamic limit of quantum many-body systems. For such systems, the idea of chaos can not be borrowed from a corresponding classical notion, but must be constructed solely out of
inherently quantum aspects of the system's static and dynamical properties. The implications of quantum chaos research to the foundation for classical statistical mechanics is discussed

Chapter 5 contains an introduction to quantum chaos in general, in particular it introduces standard conjectures and results relating smoothly varying statistical properties of the eigenvectors and eigenvalues to classical quantities. Some problems in relating classical concepts such as integrability to many-body quantum systems is discussed. In Chapter 6, a method of formulating weak constraints for the statistical properties of many body systems in the thermodynamic limit is presented. The method builds on techniques introduced in [9] and [10] which employs orthogonal polynomials with respect to the density of states of the system Hamiltonian to express smoothed properties of the eigenvectors in the thermodynamic limit. In Chapter 7, a numerical study of the spin-1/2 XX Hamiltonian on a 3-regular random graph is presented to illustrate and support the results of Chapter 6. Conclusions follow in Chapter 8 along with a discussion of future research directions

## Chapter 2

## Random Quantum Circuits:

## Background

### 2.1 Convergence of Random Quantum Circuits

In this chapter the mathematical machinery for analyzing the convergence properties of random quantum circuits, is introduced. Let a $k$-length random quantum circuit acting on $n$ qubits be a sequence of $k$ randomly selected unitary transformations $U_{k} \ldots U_{1}$, where each $U_{i}$ is an element of the unitary group $U(N)$ for $N=2^{n}$. Each $U_{i}$ is selected independently according to a measure $\mu(W)$, defined on all subsets $W \subseteq U(N)$. If $\mu$ has support on a universal gate set, then it follows that the measure $\mu_{k}$ generated by $k$-length random quantum circuits, $U=U_{k} \ldots U_{1}$, converges [12] as $k \rightarrow \infty$ to the unique measure on $U(N)$, referred to as the Haar measure and denoted $\mu_{H}$ which is invariant under the group action of arbitrary elements of $U(N)$ [13]. That is, $\mu_{H}(W)=\mu_{H}\left(W^{\prime}\right)$ for any two subsets $A$ and $W^{\prime}$ of $U(N)$, such that $W^{\prime}$ is the image of $W$ under some $U \in U(N)$. The central question addressed in the first part of this thesis is how large $k$ must be for the distance $\left\|\mu_{k}-\mu_{H}\right\|$ to be small in an appropriate sense. The answer will in general depend on the norm chosen. Some standard norms and a family of norms motivated by applications to quantum information processing will also be discussed.

A natural distance between probability distributions is the so-called total variation distance, which is given by the largest difference in probability between $\mu_{k}(W)$ and $\mu_{H}(W)$ for any $W \subseteq U(N)$, that is,

$$
\left\|\mu_{k}-\mu_{H}\right\|_{T V}=\sup _{W \subseteq U(N)}\left|\mu_{k}(W)-\mu_{H}(W)\right| .
$$

Restricted to $A$ consisting of the union of bounded regions of $U(N)$, the total variation is the $L^{1}$ norm on the probability densities

$$
\left\|\mu_{k}-\mu_{H}\right\|_{T V}=\int_{U \in U(N)}\left|d \mu_{k}(U)-d \mu_{H}(U)\right|
$$

Uniform convergence of the probability densities, on the other hand, is stronger and requires closeness in the $L^{\infty}$ norm, namely,

$$
\left\|\mu_{k}-\mu_{H}\right\|_{\infty}=\sup _{U \in(U(N))}\left|\int_{U^{\prime} \in U(N)} d \mu_{k}\left(U^{\prime}\right) \delta\left(U^{\prime}-U\right)-\int_{U^{\prime} \in U(N)} d \mu_{H}\left(U^{\prime}\right) \delta\left(U^{\prime}-U\right)\right|
$$

Uniform convergence is too strong even for classical probability distributions, since the total variation distance limits the distinguishability of distributions over classical states. In quantum information processing application, a unitary transformation $U$ describing the evolution of quantum states of some system $S$ cannot be accessed directly, but only indirectly through measurements made on quantum states that are evolved by $U$. Specifically, in order to distinguish between two unitary transformations, $U$ and $U^{\prime}$, one needs to prepare an initial state $\rho$ that acts on the tensor product space of the state spaces of the system $S$ and an ancilla system $A$, evolve $\rho$ under $U \otimes I_{A}, \rho^{\prime}=$ $U \otimes I_{A} \rho U^{\dagger} \otimes I_{A}$, and then perform a measurement on $\rho^{\prime}$. Given the ability to prepare arbitrary initial states and perform arbitrary measurements on the output, it follows from Helstrom's theorem [14] that distinguishability of two unitary transformations $U$ and $U^{\prime}$ is determined by

$$
\sup _{\rho}\left\|\left(U \otimes I_{A}\right) \rho\left(U^{\dagger} \otimes I_{A}\right)-\left(U^{\prime} \otimes I_{A}\right) \rho\left(U^{\prime \dagger} \otimes I_{A}\right)\right\|_{1}
$$

where $\|X\|_{1} \equiv \operatorname{tr}\left(\sqrt{X^{\dagger} X}\right)$. Taking the supremum over all dimensions $N_{A}$ of the ancilla space yields the diamond norm [15], the most general metric for distinguishability of quantum states. The
diamond can be extended to unitary transformations and completely positive maps, by taking the supremum over all states acted upon.

When distinguishing two distributions over the set of unitary transformations, an additional consideration is important. Suppose there is a source that produces a sequence of random unitary transformations selected independently according to $\mu$. An experimenter may prepare any initial state of system plus ancilla, evolve the state with $U$ and perform any measurement. A complete description of this process is provided by the quantum channel,

$$
M_{1}[\mu](\rho)=\int_{U \in U(N)} d \mu(U) U \rho U^{\dagger}, \forall \rho .
$$

It is convenient to express $M_{1}$ in Liouville representation, that is, as a linear operator acting on the vector space of linear operators $\mathcal{H}_{o p}$ on $\mathcal{H}$ of dimension $N^{2}$. Borrowing notation from opensystem theory [16], "operator kets" in $\mathcal{H}_{o p}$ are introduced denoted as $\left.|A\rangle\right\rangle \equiv A$ and $\left\langle\langle A|=A^{\dagger}\right.$. Accordingly, an $N^{2}$-dimensional operator ket transforms according to $\left.\left(U \otimes U^{*}\right)|A\rangle\right\rangle \equiv U A U^{\dagger}$, under $U \in U(N)$. Then,

$$
M_{1}[\mu]=\int_{U \in U(N)} d \mu(U) U \otimes U^{*}
$$

Once a basis of $\mathcal{H}_{o p}$ is chosen, the matrix elements of $U \otimes U^{*}$ consists of a complete set of $(1,1)$ monomials of the matrix elements of $U$, that is, monomials of the form $u_{i j} u_{k l}^{*}$. Thus, the components of $M_{1}$ are a complete set of $(1,1)$ order moments of $\mu$. Since $M_{1}$ only contains the first-order moments of $\mu$, any two distributions $\mu$ and $\mu^{\prime}$ which share the same first-order moments are not physically distinguishable.

If the source is modified so that at each sampling of $\mu$, the source produces $t$ identical copies of $U$, then additional information about $\mu$ can be obtained. This situation can be completely described by the quantum channel

$$
M_{t}[\mu](\rho)=\int_{U \in U(N)} d \mu(U) U^{\otimes t} \rho \otimes U^{\dagger \otimes t}
$$

whereby $\forall|\rho\rangle\rangle$

$$
\begin{equation*}
M_{t}[\mu]=\int_{U \in U(N)} d \mu(U) U^{\otimes t} \otimes U^{* \otimes t} \equiv \int_{U \in U(N)} d \mu(U) U^{\otimes t, t} \tag{2.1}
\end{equation*}
$$

Note that the object $U^{\otimes t, t}$ contains all of the $(t, t)$-order monomials of the matrix elements of $U$, (e.g. $u_{i_{1} j_{1}} \ldots u_{i_{t} j_{t}} u_{k_{1} l_{1}}^{*} \ldots u_{k_{t} l_{t}}^{*}$ ), and the matrix elements of $M_{t}$ provide a complete set of $t$-order moments of $\mu(U)$. Thus, any two distributions $\mu$ and $\mu^{\prime}$ that differ for some moment of order up to $t$ can be distinguished. Equivalently, if a particular protocol involves selecting any finite number of copies $t$ of the same randomly sampled unitary transformations, then any distribution which shares the same moments up to order $t$ can be substituted without any observable difference. The notion of a distribution $\mu$ which has the same distribution as the Haar measure up to moments of order $t$ was first introduced in [1], and is referred to as an exact unitary $t$-design. If the moments up to order $t$ are approximately the same as the Haar measure, such that

$$
\sup _{\rho}\left\|M_{t}\left[\mu_{k}\right] \otimes I_{A}[\rho]-M_{t}\left[\mu_{H}\right] \otimes I_{A}[\rho]\right\|_{1}<\epsilon
$$

where the supremum is taken over density matrices $\rho$ that act on $\mathcal{H}^{\otimes t} \otimes \mathcal{H}_{A}$, then $\mu$ is referred to as an $\epsilon$-approximate unitary $t$-design [1].

### 2.2 Tools from Harmonic Analysis

The probability density $d \mu_{k}(U)$ of a $k$-length random quantum circuit where each gate is selected independently according to $d \mu(U)$, is given by the $k$-fold convolution,

$$
d \mu_{k}(U)=\int \Pi_{i=1}^{k} d \mu\left(U_{i}\right) \delta\left(U-\Pi_{i=1}^{k} U_{i}\right)
$$

of $d \mu(U)$. A powerful technique for examining how a distribution over a compact group behaves under convolution is provided by harmonic analysis [17]. By the Peter-Weyl theorem, the Hilbert space of square integrable functions on any compact group is spanned by the finite-dimensional irreducible representations (irreps) of the group. Next, define $\left\{D^{s}(U)\right\}$ as the set of such finite dimensional irreps of $U(N)$ and let $d_{s}$ be the dimension of each representation. Then, different irreps are orthogonal with respect to the Haar measure on the group, in the sense that

$$
\int_{U(N)} d \mu_{H}(U)\left[D_{i j}^{s}(U)\right]^{*} D_{k l}^{s^{\prime}}(U)=\frac{1}{d_{s}} \delta_{s s^{\prime}} \delta_{i k} \delta_{j l}
$$

So, any function $f(U)$ may be expanded as a series

$$
f(U)=\sum_{s=0}^{\infty} \sum_{i j}^{d_{s}} f_{i j}^{s} D_{i j}^{s}(U)
$$

where the Fourier coefficient

$$
f_{i j}^{s}=d_{s} \int d \mu_{H}(U) f(U)\left[D_{i j}^{s}(U)\right]^{*}
$$

If, in addition, $f(U)$ is continuous, then the sequence of partial sums converges uniformly, that is, for any $\epsilon>0$, there exists an $s^{\prime}$ such that

$$
\left|f(U)-\sum_{s=0}^{s^{\prime}} \sum_{i j} f_{i j}^{s} D_{i j}^{s}(U)\right|<\epsilon
$$

$\forall U \in U(N)$. Furthermore, the convolution of two functions, $f(U)$ and $g(U)$, is straightforward to compute in terms of the corresponding Fourier expansions. Let $(f \circ g)(U)=\int d \mu_{H}\left(U^{\prime}\right) f(U) g\left(U^{\prime \dagger} U\right)$, be the convolution of $f(U)$ and $g(U)$. Then,

$$
\begin{align*}
(f \circ g)^{s} & =\int d \mu_{H}(U)(f \circ g)(U)\left[D^{s}\right]^{*}(U)  \tag{2.2}\\
& =\iint d \mu_{H}(U) d \mu_{H}\left(U^{\prime}\right) f(U) g\left(U^{\prime \dagger} U\right)\left[D^{s}\right]^{*}(U)
\end{align*}
$$

Now let $U^{\prime \dagger} U \rightarrow U^{\prime}$ and $U U^{\prime \dagger} \rightarrow U$. Then,

$$
\begin{align*}
(f \circ g)^{s} & =\iint d \mu_{H}(U) d \mu_{H}\left(U^{\prime}\right) f(U) g\left(U^{\prime}\right)\left[D^{s}\right]^{*}\left(U U^{\prime}\right)  \tag{2.3}\\
& =\iint d \mu_{H}(U) d \mu_{H}\left(U^{\prime}\right) f(U) g\left(U^{\prime}\right)\left[D^{s}\right]^{*}(U)\left[D^{s}\right]^{*}\left(U^{\prime}\right) \\
& =\int d \mu_{H}(U) f(U)\left[D^{s}\right]^{*}(U) \int d \mu_{H}\left(U^{\prime}\right) g\left(U^{\prime}\right)\left[D^{s}\right]^{*}\left(U^{\prime}\right) \\
& =f^{s} g^{s} .
\end{align*}
$$

Thus, under convolution, the matrix of Fourier coefficients corresponding to each irrep $(f \circ g)^{s}$ is given by the matrix product of the coefficient matrices $f^{s}$ and $g^{s}$ corresponding to the same irrep
of the functions to be convolved.
If $\mu$ is absolutely continuous, then its density $d \mu(U)=p(U) d \mu_{H}(U)$ exists, and the convergence of $\mu_{k}$ can be understood in terms of the Fourier components $\left\{p^{s}\right\}$. Otherwise, the convergence of the set of expectation values of all square integrable functions $\mathbb{E}[f(U)]$ can be used to define the convergence of $\mu_{k}$.

### 2.3 Convergence of Moments

Since $U^{\otimes t, t}$ is also a representation of $U(N)$, the convolution of the $t$-order moments is given by the matrix product,

$$
\begin{align*}
M_{t}\left[\mu_{k}\right] & =\int \Pi_{i=1}^{k} d \mu\left(U_{i}\right) \Pi_{i=1}^{k} U_{i}^{\otimes t, t}  \tag{2.4}\\
& =\Pi_{i=1}^{k} \int d_{\mu}\left(U_{i}\right) U_{i}^{t, t} \\
& =\left(M_{t}[\mu]\right)^{k} .
\end{align*}
$$

If the measure $\mu$ is invariant under Hermitian conjugation, that is $\mu(A)=\mu\left(A^{\prime}\right)$ where $U \in A \Longleftrightarrow$ $U^{\dagger} \in A^{\prime}$ for every $A \subseteq U(N)$, then the moment superoperator obeys the property

$$
M_{t}[\mu]=\int d \mu(U) U^{\otimes t, t}=\int d \mu(U) U^{\dagger \otimes t, t}=M_{t}[\mu]^{\dagger}
$$

A random quantum circuit selected according to any such distribution will be referred to as reversible. I will present here the argument shown in [19], that the moments of $\mu_{k}$ converge to those of the Haar measure $\mu_{H}$ as $k \rightarrow \infty$ for any reversible random quantum circuit as long as $\mu$ is has support on a universal subset of $U(N)$. Let $\mathcal{V}_{t}$ be the subspace of fixed points of $U^{\otimes t, t}, U \in U(N)$, with $\mathcal{P}_{V_{t}}$ denoting the corresponding projector. It will be shown that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(M_{t}[\mu]\right)^{k}=\mathcal{P}_{\mathcal{V}_{t}}=M_{t}\left[\mu_{H}\right] \tag{2.5}
\end{equation*}
$$

where $P_{\mathcal{V}}$ is the projector onto $\mathcal{V}$. Let $\left.|\phi\rangle\right\rangle$ be an eigenvector of $M_{t}[\mu]$, and $\left.\left.\left|\phi_{U}\right\rangle\right\rangle \equiv U^{\otimes t, t}|\phi\rangle\right\rangle$. From the triangle inequality it follows that

$$
\left|\left\langle\langle\phi| M_{t}[\mu] \mid \phi\right\rangle\right\rangle\left|=\left|\int d \mu(U)\left\langle\langle\phi| U^{\otimes t, t} \mid \phi\right\rangle\right\rangle\right| \leq \int d \mu(U)\left|\left\langle\left\langle\phi \mid \phi_{U}\right\rangle\right\rangle\right| .
$$

Thus, $\lambda \leq 1$ with equality holding if and only if $\left.\left.U^{\otimes t, t}|\phi\rangle\right\rangle=|\phi\rangle\right\rangle, \forall U \in U(N)$. Furthermore, if the support of $\mu$ is universal, for any open ball in $U(N)$ there is a $U$, such that $U=U_{k} \ldots U_{1}$ where each $U_{i}$ is in the support of $\mu$. Therefore, if $\left.|\phi\rangle\right\rangle \in \mathcal{V}_{t}$ then $\left.\left.U|\phi\rangle\right\rangle=|\phi\rangle\right\rangle$ for all $U \in U(N)$.

Since all other eigenvalues of $M_{t}[\mu]$ have magnitude less than $1, M_{t}^{k}[\mu]$ converges to $\mathcal{P}_{\mathcal{V}_{t}}$. To establish the second equality in Eq. (2.5), we invoke the invariance of the Haar measure under $U(N), \mu_{H}(U)=\mu_{H}\left(U^{\prime} U\right)$. For $\left.|\phi\rangle\right\rangle$, an eigenoperator of $M_{t}\left[\mu_{H}\right]$ with eigenvalue $\lambda$, it follows that $\left.\left.\left.M_{t}\left[\mu_{H}\right]|\phi\rangle\right\rangle=\int d \mu_{H}(U) U^{\otimes t, t}|\phi\rangle\right\rangle=\lambda|\phi\rangle\right\rangle$. Thus,

$$
\begin{aligned}
\left.U^{\prime \otimes t, t} \lambda|\phi\rangle\right\rangle & \left.=\int d \mu_{H}(U)\left(U^{\prime} U\right)^{\otimes t, t}|\phi\rangle\right\rangle \\
& \left.=\int d \mu_{H}\left(U^{\prime \dagger} U\right) U^{\otimes t, t}|\phi\rangle\right\rangle \\
& \left.=\int d \mu_{H}(U) U^{\otimes t, t}|\phi\rangle\right\rangle \\
& =\lambda|\phi\rangle\rangle .
\end{aligned}
$$

If $\lambda \neq 0$, it follows that $|\phi\rangle\rangle \in \mathcal{V}_{t}$, otherwise $\lambda=0$, which establishes the desired result. The above result also holds with $\lambda$ replaced by $|\lambda|$ for irreversible circuits that are diagonalizable, since only the absence of Jordan blocks of dimension more than one was assumed. A general proof of Eq. (2.5) is contained in Lemma 3.2 in [7].

### 2.3.1 Convergence Rate and Convergence Time

Having shown that the moment superoperator $M_{t}^{k}[\mu]$ converges to $M_{t}\left[\mu_{H}\right]$, for reversible random quantum circuits, one may determine the rate at which convergence occurs in terms of circuit depth $k$. Since $M_{t}\left[\mu_{H}\right]$ projects onto the eigenspace of $M_{t}[\mu]$ of eigenvalue 1 , the distance $\| M_{t}^{k}[\mu]-$ $M_{t}\left[\mu_{H}\right] \|$ with respect to any norm depends only on the remaining eigenvalues $\left\{\lambda_{i}\right\}$ of $M_{t}[\mu]$ and the corresponding eigenprojectors $\left\{\Pi_{i}\right\}$. Specifically, if $k$ is sufficiently large, $\left\|M_{t}^{k}[\mu]-M_{t}\left[\mu_{H}\right]\right\|=$
$\left\|\sum_{\lambda_{i} \neq 1} \lambda_{i}^{k} \Pi_{i}\right\| \approx\left|\lambda_{1}\right|^{k}\left\|\Pi_{1}\right\|$, where $\lambda_{1} \equiv 1-\Delta_{t}$ is the subdominant eigenvalue of $M_{t}[\mu]$. Thus, the asymptotic convergence rate, $\Gamma=-\ln (1-\Delta)$, is entirely determined by the spectral gap $\Delta_{t}$ of $M_{t}[\mu]$.

In order to determine the convergence time, an upper-bound of the circuit length is required to achieve a specified accuracy, $\epsilon$. Let the convergence time, with respect to a given norm, be defined by the minimum length $k_{c}$ for which $\left\|M_{t}^{k_{c}}[\mu]-M_{t}\left[\mu_{H}\right]\right\| \leq \epsilon$. For the case where there is no ancilla, the diamond norm becomes the 1-norm on the space of $t * n$ qubit density matrices. One may bound the 1-norm starting from the 2-norm [7]. For any density matrix $\rho,\left\|\left(M_{t}^{k}[\mu]-M_{t}\left[\mu_{H}\right]\right)(\rho)\right\|_{2} \leq \lambda_{1}^{k}$. This follows from normalization of $\rho$ and the fact that $M_{t}\left[\mu_{H}\right]$ projects onto the eigenspace of eigenvalue 1 of $M_{t}[\mu]$. In conjunction with the Cauchy-Schwartz inequality, this implies $\left\|\left(M_{t}^{k}[\mu]-M_{t}\left[\mu_{H}\right]\right)(\rho)\right\|_{1} \leq$ $2^{n t} \lambda_{1}^{k}$. Requiring that $2^{n t} \lambda_{1}^{k_{c}} \leq \epsilon$ finally yields

$$
\begin{equation*}
k_{c} \leq \Delta_{t}^{-1}(\log (1 / \epsilon)+n t \log (2)) \tag{2.6}
\end{equation*}
$$

## Chapter 3

## Reversible Random Quantum

## Circuits

If the measure $\mu$ is invariant under Hermitian conjugation, as noted in Chapter 2, then the moment superoperator is Hermitian, and the corresponding random quantum cicruit is reversible. In this chapter, I will review the main results in [19]. Specifically, I will analyze a class of reversible random quantum circuits with the following form: at each time step, a gate will be selected independently form a distribution $\tilde{\mu}$ which has support on a universal subset of $U(4)$ and is invariant under Hermitian conjugation.

The gate is subsequently applied to a pair $(i, j)$ of qubits selected according to a probability distribution $p_{i j}$. Since each gate in the random quantum circuit only acts on a fixed pair of qubits, it is convenient to construct an alternative tensor product decomposition of the state space, $\mathcal{H}_{M_{t}}$ upon which the moment operator $M_{t}$ acts. Recall that $\mathcal{H}_{M_{t}}=\mathcal{H}^{\otimes 2 t}$ where $\mathcal{H}=\mathcal{H}_{q}^{\otimes n}$ is the Hilbert space upon which the random quantum circuit acts and consists of the tensor product space of $n$ two-dimensional Hilbert spaces $\mathcal{H}_{q}$. One may instead define a local moment space, $\mathcal{H}_{l_{t}}=\mathcal{H}_{q}^{\otimes 2 t}$, consisting of the $2 t$ factor spaces associated with a single qubit on each of the $2 t$ copies of $\mathcal{H}$, and now write $\mathcal{H}_{M_{t}}=\mathcal{H}_{l_{t}}^{\otimes n}$ as in Fig. 3.1. Since for each application of a random gate $U$ to a fixed pair of qubits, $U^{\otimes t, t}$ acts non-trivially only on the associated bi-local moment space $\mathcal{H}_{l_{t}} \otimes \mathcal{H}_{l_{t}}$, the


Figure 3.1: It is convenient to visualize the moment space $\mathcal{H}_{M_{t}}$ as an array of 2 nd qubits, with each $t n$ qubits forming a bra and $t n$ qubits forming a ket. The two columns, one in the bra and the other in the ket, which correspond to a single qubit determine the local moment spaces $\mathcal{H}_{l_{t}}$. The action of a two-qubit gate $U$ is shown only to affect bi-local moment spaces $\mathcal{H}_{l_{t}} \otimes \mathcal{H}_{l_{t}}$ corresponding to the relevant qubit pair.
moment operator may be written as

$$
\begin{equation*}
M_{t}[\mu]=\sum_{i<j}^{n} p_{i j} m_{t}^{i j}[\tilde{\mu}], \tag{3.1}
\end{equation*}
$$

where the restriction of $m_{t}^{i j}$ to the corresponding bi-local moment space $\mathcal{H}_{l_{t}} \otimes \mathcal{H}_{l_{t}}$ is

$$
m_{t}[\tilde{\mu}]=\int_{U \in U(4)} d \tilde{\mu}(U) U^{\otimes t, t}
$$

Thus, for any reversible random quantum circuit consisting of independently chosen single- and twoqubit gates, the corresponding $t$-order moment operator has the form of a many-body Hamiltonian. The rate at which the moments of order $t$ converge to their Haar measure is given by the gap $\Delta=1-\lambda_{1}$ between the largest eigenvalue of 1 and the subdominant eigenvalue $\lambda_{1}$.

### 3.1 Extremal State Subspace

Several properties of the extremal eigenspace $\nu_{t}$ of the fixed points of $M_{t}[\mu]$ will be demonstrated. Recall from Eq.(2.5) that $\mathcal{V}_{t}$ consists of operators in $\mathcal{H}_{M_{t}}$ that commute with all $t$-fold tensor power unitaries $U^{\otimes t}$. By Schur-Weyl duality [7,21], every such operator is a linear combination of elements of the symmetric group, $\mathcal{S}_{t}$, of permutations of the $t$-copies of $\mathcal{H}$ in $\mathcal{H} \otimes t$. One may write any such permutation as

$$
\left.\left|\sigma^{(n)}\right\rangle\right\rangle=\sum_{i_{1} \ldots i_{t}=1}^{N}\left|i_{1} \ldots i_{t}\right\rangle\left\langle i_{\sigma(1)} \ldots i_{\sigma(t)}\right|
$$

where $\sigma \in \mathcal{S}_{t}$. Furthermore, each such permutation may be viewed as a product state relative to the factorization $\mathcal{H}_{M_{t}}=\mathcal{H}_{l_{t}}^{\otimes n}$. Explicitly, $\left.\left.\left|\sigma^{(n)}\right\rangle\right\rangle=(|\sigma\rangle\rangle\right)^{\otimes n}$, where

$$
|\sigma\rangle\rangle=\sum_{i_{1} \ldots i_{t}=0,1}\left|i_{1} \ldots i_{t}\right\rangle\left\langle i_{\sigma(1)} \ldots i_{\sigma(t)}\right| \in \mathcal{H}_{l_{t}} .
$$

The extremal eigenspace, $\mathcal{V}_{t}$, is thus exactly spanned by product states. One consequence of this highly atypical property is that $M_{t}$ is frustration free [22], that is, if $\left.|\phi\rangle\right\rangle$ maximizes the expectation value of $M_{t}$, then it also maximizes the expectation value of every term $m_{t}^{i j}$. Physically, factorization of the ground eigenspace can occur in certain spin systems in the presence of a factorizing field [23]. An extensive survey of spin- $1 / 2$ Hamiltonians in factorizing fields is performed in [24, 25]. The relationship between the gap of a many-body system and the extent of entanglement of the ground state is an area of active research [26, 27].

The extremal eigenspace $\mathcal{V}_{t}$ in addition to being factorizable, is also identical for all $M_{t}[\mu]$ with universal $\mu$. Consequently, inequalities can be derived between the gaps of $M_{t}[\mu]$ for different gate distributions, $\mu$. Consider the moment operators, $M_{t}\left[\mu_{1}\right]$ and $M_{t}\left[\mu_{2}\right]$, for two gate distributions, $\mu_{1}$ and $\mu_{2}$, that both have support on universal subsets of $U(N)$. Now let $\mu=p \mu_{1}+(1-p) \mu_{2}$ where $0 \leq p \leq 1$. From the triangle inequality it follows that

$$
\left\|M_{t}[\mu]-M_{t}\left[\mu_{H}\right]\right\|_{s p} \leq p\left\|M_{t}\left[\mu_{1}\right]-M_{t}\left[\mu_{H}\right]\right\|_{s p}+(1-p)\left\|M_{t}\left[\mu_{2}\right]-M_{t}\left[\mu_{H}\right]\right\|_{s p}
$$

where $\left\|\|_{s p}\right.$ is the spectral norm, that is since $\| M_{t}[\mu]-M_{t}\left[\mu_{H}\right] \|_{s p}=\lambda_{1}$ and $\Delta=1-\lambda_{1}$ it follows that,

$$
\begin{equation*}
\Delta \geq p \Delta_{1}+(1-p) \Delta_{2} \tag{3.2}
\end{equation*}
$$

Thus, the gap of the moment superoperator of a random quantum circuit which can be expressed as a weighted average of simpler, though still universal, random quantum circuits is lower bounded by the average of the gaps corresponding to the constituent random quantum circuits.

As an application of Eq. (3.2), consider a random quantum circuit with coupling probabilities $p_{i j}$ that satisfy only the requirement that there is a connected path from each $i$ to each $j$ such that $p_{i j}$ is nonzero for every step. Let $\theta \in S_{n}$ be a permutation of the $n$ qubit labels. I claim that $\theta M_{t} \theta^{\dagger}$ has
the same eigenvalues as $M_{t}$. To see this, now consider the convex sum $M_{t}=(n!)^{-1} \sum_{\theta \in S_{n}} \theta M_{t} \theta^{\dagger}$. Because the sum is invariant under permutations, it follows that $M_{t}=\frac{2}{n(n-1)} \sum_{i<j} m_{t}^{i j}$. From Eq. (3.2) it now follows that for any $\tilde{\mu}$ on $U(4)$, the distribution $p_{i j}$ with the largest gap is given by the uniform distribution $p_{i j}=\frac{2}{n(n-1)} \forall i, j$.

Now let $\alpha$ be any nonintersecting 1D loop connecting all $n$-qubits. Let $\mathcal{C}$ be a set of coupling probabilities, $p_{i j}$ such that $p_{i j}=\sum_{\alpha} q_{\alpha} p_{i j}^{\alpha}$ where $\sum_{\alpha} q_{\alpha}=1$ and $q_{\alpha} \geq 0$ and $p_{i j}^{\alpha}=1 / n$ for all nearest neighbors on $\alpha$. The gap, $\Delta_{1}$, for each random quantum circuit with coupling probabilities $p_{\alpha}^{i j}$, is the same, thus by Eq. (3.2) the gap, $\Delta_{\mathfrak{C}}$, for the random quantum circuit corresponding to the set of coupling probabilities, $\mathcal{C}$, is at least as large as $\Delta_{1}$. This class includes not only the completely symmetric graph, but also any graph of nearest neighbors on the surface of a $(d+1)$-dimensional sphere. Let the gap for the corresponding random quantum circuit be labeled $\Delta_{d}$. It follows from Eq. (3.2) that $\Delta_{\infty} \geq \Delta_{d} \geq \Delta_{1}$, where $\Delta_{\infty}$ is the gap of the permutation invariant random quantum circuit. Thus the gap of the 1D closed chain lower bounds the gap of all $d$-dimensional uniform random quantum circuits. Furthermore, the gap of a 1D open chain lower bounds the gap of the closed 1D chain, since one may average over all translations of open 1D chains to construct the closed chain.

In the previous example, the gate distribution $\tilde{\mu}$ on $U(4)$ is held fixed, while the distribution $p_{i j}$ is varied. It is also possible to construct inequalities between the gaps when $p_{i j}$ is fixed but $\tilde{\mu}$ is permitted to vary. Let $|\phi\rangle\rangle \in \mathcal{H}_{M}$. Let $\rho^{i j}=\operatorname{tr}_{l \neq i, j}(|\phi\rangle\rangle\langle\langle\phi|)$. It follows that $\left.\left\langle\langle\phi| M_{t} \mid \phi\right\rangle\right\rangle=$ $\sum_{i<j} p_{i j} \operatorname{tr}\left(\rho^{i j} m_{t}\right)$. If one lets $\tilde{\rho}=\sum_{i<j} p_{i j} \rho^{i j}$, then $\left.\left\langle\langle\phi| M_{t} \mid \phi\right\rangle\right\rangle=\operatorname{tr}\left(\tilde{\rho} m_{t}\right)$. If $\tilde{\mu}$ is the Haar measure on $U(4)$, then $m_{t}$ is the projector onto the invariant eigenspace $\mathcal{V}_{2}$. Given a set of coupling probabilities, $\left\{p^{i j}\right\}$, there exists an operator ket $\left.\left|A_{1}\right\rangle\right\rangle$ such that the projection into $\mathcal{V}_{2}$ of $\tilde{\rho}$ is a maximum. This must be satisfied by the first excited state of $M_{t}$. Let the eigenvalues of $m_{t}[\tilde{\mu}]$ be $\left\{e_{i}\right\}$. For $\tilde{\mu}_{H}$, $e_{0}=1$ and $e_{i}=0 \forall i>0$. For $\tilde{\mu} \neq \tilde{\mu}_{H}$, the eigenspace $\left.|0\rangle\right\rangle$ is $\nu_{t}$ the same as for $\mu_{H}(U)$, since it is the same for every universal gate distribution, but the remaining eigenvalues are no longer non-zero, but must satisfy $1<e_{i}<-1$ because $\mu$ is universal. Let $\left.\tilde{\rho}=\sum_{i} p_{i}|i\rangle\right\rangle\left\langle\langle i|\right.$. Then $\operatorname{tr}\left(\tilde{\rho} m_{t}\right)=\sum_{i} e_{i} p_{i}$. The largest possible value of this sum for $\langle\langle A \mid \sigma\rangle\rangle \forall \sigma$ is given by $p_{0} e_{0}+\left(1-p_{0}\right) e_{1}$, where $e_{\text {min }}$ is the smallest eigenvalue of $m_{t}$. This yields bounds on the gap of $M_{t}$ of $\Delta_{H}\left(1-e_{1}\right) \leq \Delta_{\mu} \leq \Delta_{H}\left(1-e_{\min }\right)$. Since the eigenvalues of $m_{t}$ do not depend on $n$, although they depend on $t$, for any set of coupling
probabilities, the gate distribution $\tilde{\mu}$ on $U(4)$ does not affect the scaling of the gap with $n$.
Furthermore, since the eigenvalues of $M_{t}=\sum_{i<j} p_{i j} m_{t}^{i j}$ are invariant under local unitary transformations (say what this means), it follows that the largest gap for any reversible gate set is obtained by averaging over all local unitary transformations, that is, given any $\tilde{\mu}$ the distribution obtained by averaging over local unitaries has a gap at least as large.

### 3.2 Permutationally Invariant Random Quantum Circuits

This section follows closely the arguments presented in [19]. If pairs of qubits are selected uniformly at random, the corresponding many-body Hamiltonian is invariant under permutations on the qubit labels, and the gap can be determined using a well-established (but not rigorously proven) meanfield technique, which for sufficiently large $n$ yields an exact value for the gap. Such circuits will be generally referred to as permutationally invariant random quantum circuits. The corresponding moment operator may be written as follows:

$$
\begin{equation*}
M_{t}[\mu]=\frac{2}{n(n-1)} \sum_{i<j=1}^{n} m_{t}^{i j}[\tilde{\mu}] . \tag{3.3}
\end{equation*}
$$

Since $M_{t}[\mu]$ is invariant under the symmetric group $\mathcal{S}_{n}$ of permutations of the $n$ local moment spaces, one may represent $M_{t}[\mu]$ in terms of completely symmetric generators of $U(d)$. Explicitly, if $\left\{b_{\alpha \beta}^{i}=|\alpha\rangle\right\rangle\langle\langle\beta|\}$ denotes an outer-product basis for operators acting on any $\mathcal{H}_{l_{t}}$, we may expand

$$
\left.m_{t}^{i j}=\sum_{\alpha \beta \gamma \delta=1}^{d}\left\langle\langle\alpha \gamma| m_{t} \mid \beta \delta\right\rangle\right\rangle b_{\alpha \beta}^{i} b_{\gamma \delta}^{j} \equiv \sum_{\alpha \beta \gamma \delta=1}^{d} c_{\alpha \beta \gamma \delta} b_{\alpha \beta}^{i} b_{\gamma \delta}^{j},
$$

and rewrite $M_{t}[\mu]$ as a quadratic function of the collective operators $B_{\alpha \beta}=\sum_{i=1}^{n} b_{\alpha \beta}^{i}$, that is,

$$
M_{t}[\mu]=\frac{1}{n(n-1)} \sum_{\alpha \beta \gamma \delta=1}^{d} c_{\alpha \beta \gamma \delta}\left(B_{\alpha \beta} B_{\gamma \delta}-\delta_{\beta \gamma} B_{\alpha \delta}\right) .
$$

Since the operators $B_{\alpha \beta}$ obey $U(d)$ commutation rules, namely,

$$
\left[B_{\alpha \beta}, B_{\gamma \delta}\right]=B_{\alpha \delta} \delta_{\beta \gamma}-B_{\beta \gamma}, \delta_{\alpha \beta}
$$

$\mathcal{H}_{M_{t}}$ carries the (reducible) collective $n$-fold tensor product representation of $U(d)$. Thanks to the invariance under $\mathcal{S}_{n}$, each of the eigenoperators of $M_{t}[\mu]$ belongs to an irrep of $S U(d)$.

For the completely symmetric irrep, one may realize the $U(d)$ algebra in terms of $d$ canonical Schwinger boson operators $\left\{a_{\alpha}, a_{\beta}^{\dagger}\right\}[28]$. That is, we let $B_{\alpha \beta}=a_{\alpha}^{\dagger} a_{\beta}$ and rewrite

$$
\begin{equation*}
M_{t}[\mu]=\frac{1}{n(n-1)} \sum_{\alpha \beta \gamma \delta=1}^{d} c_{\alpha \beta \gamma \delta} a_{\alpha}^{\dagger} a_{\gamma}^{\dagger} a_{\beta} a_{\delta} . \tag{3.4}
\end{equation*}
$$

Since the totally symmetric irrep of $\mathcal{H}_{M_{t}}$ contains exactly $n$ Schwinger bosons, it is possible to eliminate one boson mode by regarding it as "frozen" in the vacuum for a generalized HolsteinPrimakoff transformation [28]. Specifically, let the local basis be chosen so that the frozen mode corresponds to $|\sigma\rangle\rangle$, and let

$$
\theta(n) \equiv\left(n-\sum_{\alpha \neq \sigma} a_{\alpha}^{\dagger} a_{\alpha}\right)^{1 / 2}
$$

with $a_{\sigma}^{\dagger} \rightarrow \theta(n), a_{\sigma} \rightarrow \theta(n)$. Now expanding the square root in a Taylor series yields:

$$
\begin{equation*}
M_{t}[\mu]=1-\frac{1}{n} \sum_{\alpha \beta=1}^{d} E_{\alpha \beta} a_{\alpha}^{\dagger} a_{\beta}+\mathcal{O}\left(1 / n^{2}\right), \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\left.E_{\alpha \beta}=2\left(\delta_{\alpha \beta}-\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \beta\right\rangle\right\rangle-\left\langle\langle\sigma \alpha| m_{t} \mid \beta \sigma\right\rangle\right\rangle\right) \tag{3.6}
\end{equation*}
$$

Note that, there are no terms containing $a_{\sigma}^{\dagger}, a_{\sigma}^{\dagger} a_{\alpha}$ etc. that couple any boson mode $\alpha$ with the state $|\sigma\rangle^{\otimes n}$ since it is an exact eigenstate of $M_{t}$.

Thus, for any reversible permutationally invariant random quantum circuit, and for any fixed $t>0$, the spectral gap may be expanded as

$$
\begin{equation*}
\Delta_{t}=\sum_{p=1}^{\infty} a_{p}(t) n^{-p}+\mathcal{O}\left(e^{-c(t) n}\right)=\frac{a_{1}(t)}{n}+\mathcal{O}\left(\frac{a_{2}(t)}{n^{2}}\right)+\mathcal{O}\left(e^{-c(t) n}\right) \tag{3.7}
\end{equation*}
$$

where the exponential term arises from tunneling between degenerate "wells" associated with each product ground state, $|\sigma\rangle\rangle^{\otimes n}$.

### 3.2.1 Leading order coefficient

I will now show that $a_{1}>0$ as long as $\tilde{\mu}(U)$ is universal. This is equivalent to showing that $\left.\left.\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \alpha\right\rangle\right\rangle+\left\langle\langle\sigma \alpha| m_{t} \mid \alpha \sigma\right\rangle\right\rangle\langle 1$, for any operator $\left.\mid \alpha\rangle\right\rangle$ such that $\langle\langle\alpha \mid \sigma\rangle\rangle=0$. Let

$$
\left.\left.|\psi\rangle\rangle=\frac{1}{\sqrt{2}}(|\sigma \alpha\rangle\rangle+|\alpha \sigma\rangle\right\rangle\right)
$$

Upon taking the expectation value with respect to $m_{t}$, we have

$$
\left.\left.\left.\left.\left.\left\langle\langle\psi| m_{t} \mid \psi\right\rangle\right\rangle=\frac{1}{2}\left(\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \alpha\right\rangle\right\rangle+\left\langle\langle\sigma \alpha| m_{t} \mid \alpha \sigma\right\rangle\right\rangle+\left\langle\langle\alpha \sigma| m_{t} \mid \sigma \alpha\right\rangle\right\rangle+\left\langle\langle\alpha \sigma| m_{t} \mid \alpha \alpha\right\rangle\right\rangle\right) .
$$

Since $M_{t}\left(\right.$ and hence $\left.m_{t}\right)$ is invariant under interchange of any two qubits, $\left.\left.\left\langle\langle\alpha \sigma| m_{t} \mid \sigma \alpha\right\rangle\right\rangle=\left\langle\langle\sigma \alpha| m_{t} \mid \alpha \sigma\right\rangle\right\rangle$ and $\left.\left.\left\langle\langle\alpha \sigma| m_{t} \mid \alpha \sigma\right\rangle\right\rangle=\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \alpha\right\rangle\right\rangle$, yielding

$$
\left.\left.\left.\left\langle\langle\psi| m_{t} \mid \psi\right\rangle\right\rangle=\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \alpha\right\rangle\right\rangle+\left\langle\langle\sigma \alpha| m_{t} \mid \alpha \sigma\right\rangle\right\rangle .
$$

Following from the properties of the invariant subspace $\mathcal{V}_{t}$ established previously, $\left.\left\langle\langle\psi| m_{t} \mid \psi\right\rangle\right\rangle=1$ if and only if the operator $|\psi\rangle\rangle$ is invariant under arbitrary unitary transformations of the form $U^{\otimes t}$ with $U \in U(4)$, given that the corresponding two-qubit gate distribution $\tilde{\mu}(U)$ is universal on $U(4)$. Thus, we must show that there exists a unitary transformation $U \in U(4)$ such that

$$
U^{\otimes t}(\sigma \otimes \alpha+\alpha \otimes \sigma) U^{\dagger \otimes t} \neq \sigma \otimes \alpha+\alpha \otimes \sigma
$$

(Recall that $|\alpha\rangle\rangle \equiv \alpha$. In fact, we may take the permutation $|\sigma\rangle\rangle$ to be the identity $|I\rangle\rangle$ without loss of generality. This follows upon noting that

$$
\left.\left\langle\langle\psi| m_{t} \mid \psi\right\rangle\right\rangle=\int d \tilde{\mu}(U) \operatorname{tr}\left[\psi^{\dagger} U^{\otimes t} \psi U^{\dagger \otimes t}\right] .
$$

Since $\sigma U^{\otimes t}=U^{\otimes t} \sigma$ for all $U \in U(4), \psi^{\dagger} \sigma U^{\otimes t} \sigma^{\dagger} \psi U^{\dagger \otimes t}=\psi^{\dagger} U^{\otimes t} \psi U^{\dagger \otimes t}$. Thus, $\sigma \otimes \alpha+\alpha \otimes \sigma$ has the same expectation value as $I \otimes \tilde{\alpha}+\tilde{\alpha} \otimes I$, where $\tilde{\alpha}=\sigma^{\dagger} \alpha$.

Any operator $|\tilde{\alpha}\rangle\rangle$ orthogonal to the identity may be expanded $\tilde{\alpha}=\sum_{\nu} c_{\nu} \sigma_{\nu_{1}}^{1} \ldots \sigma_{\nu_{t}}^{t}$, where
$\nu=\left(\nu_{1}, \ldots, \nu_{t}\right)$, and $\nu_{i} \in\{0,1,2,3\}$, with $\sigma_{0}=I, \sigma_{1}=\sigma_{x}, \sigma_{2}=\sigma_{y}, \sigma_{3}=\sigma_{z}$, and the sum ranges over all possible strings $\nu$ except the one where $\nu_{i}=0 \forall i$. Thus, $\tilde{\alpha} \otimes I=\sum_{\nu} c_{\nu} \sigma_{\nu_{1}}^{1} \otimes I^{1} \ldots \sigma_{\nu_{t}}^{t} \otimes I^{t}$. Now, under $U=\exp \left(\frac{\pi}{4} i \sigma_{3} \otimes \sigma_{3}\right)$, the following transformations hold for Pauli operators:

$$
\begin{array}{rll}
\sigma_{1} \otimes I & \mapsto & -\sigma_{2} \otimes \sigma_{3}, \\
\sigma_{2} \otimes I & \mapsto & \sigma_{1} \otimes \sigma_{3}, \\
\sigma_{3} \otimes I & \mapsto & \sigma_{3} \otimes I, \\
I \otimes \sigma_{1} & \mapsto & -\sigma_{3} \otimes \sigma_{2}, \\
I \otimes \sigma_{2} & \mapsto & \sigma_{3} \otimes \sigma_{1}, \\
I \otimes \sigma_{3} & \mapsto & I \otimes \sigma_{3} .
\end{array}
$$

Thus, for any $|\tilde{\alpha}\rangle\rangle$ with support on a Pauli string such that $\nu_{i}=1$ or 2 for some $i$, there are terms in the expansion of $U^{\otimes t}(I \otimes \tilde{\alpha}+\tilde{\alpha} \otimes I) U^{\dagger \otimes t}$ which contain factors of the form $\sigma_{2} \otimes \sigma_{3}, \sigma_{3} \otimes \sigma_{2}$, $\sigma_{1} \otimes \sigma_{3}$, and $\sigma_{3} \otimes \sigma_{1}$. Since there are no such term in the expansion of $I \otimes \tilde{\alpha}+\tilde{\alpha} \otimes I$, it follows that $I \otimes \tilde{\alpha}+\tilde{\alpha} \otimes I$ is not invariant under $\left(\exp \left(\frac{\pi}{4} i \sigma_{3} \otimes \sigma_{3}\right)\right)^{\otimes t}$. Similarly, if $\left.|\tilde{\alpha}\rangle\right\rangle$ has support on any Pauli string such that $\nu_{i}=3$ or 2 for some $i$, then $I \otimes \tilde{\alpha}+\tilde{\alpha} \otimes I$ is not invariant under $\left(\exp \left(\frac{\pi}{4} i \sigma_{1} \otimes \sigma_{1}\right)\right)^{\otimes t}$. Since $|\tilde{\alpha}\rangle\rangle$ must belong to one of these two cases, the proof is complete.

### 3.2.2 Additional invariant subspaces

The diagonalization procedure described in Sec. 3.2 determines both the extremal and neighboring eigenvalues of $M_{t}$ belonging to the totally symmetric irrep of $S U(d)$. Although expressed in terms of bosonic operators, the procedure is equivalent to a variational Ansatz whereby the trial wavefunction of the extremal state is of the form

$$
\left.|\phi\rangle\rangle^{\otimes n}=|\phi \ldots \phi\rangle\right\rangle
$$

and the first excited state, corresponding to a single bosonic excitation, is of the form

$$
\left.\left.\left.\left|n_{\phi}=n-1, n_{\alpha}=1\right\rangle\right\rangle \equiv \frac{1}{\sqrt{n}}(|\phi \ldots \phi \alpha\rangle\rangle+\ldots+|\alpha \phi \ldots \phi\rangle\right\rangle\right) .
$$

In principle, it is possible that the subdominant eigenvalue may lie instead in the $S U(d)$ irrep which carries exactly one anti-symmetric pair of indexes. This can be accommodated by using a different variational Ansatz for the excited state to be minimized. If we choose a local basis in $\mathcal{H}_{\ell_{t}}$ that includes the fixed extremal permutation $\left.|\sigma\rangle\right\rangle$, with the remaining local basis operators $|\alpha\rangle\rangle \neq|\sigma\rangle\rangle$ treated as excitation modes, the relevant single-excitation band is spanned by kets of the following form:

$$
\left.\left.\left.\left.\left|n_{\sigma}=n-1, n_{\alpha}=1\right\rangle\right\rangle \equiv \frac{1}{\sqrt{2}}(|\sigma \ldots \sigma\rangle\rangle|\sigma \alpha\rangle\right\rangle-|\alpha \sigma\rangle\right\rangle\right)
$$

with nonzero matrix elements:

$$
\begin{aligned}
& \left.\left\langle\left\langle n_{\alpha}=1\right| M_{t} \mid n_{\beta}=1\right\rangle\right\rangle=\delta_{\alpha \beta}-\tilde{E}_{\alpha \beta} / n+\mathcal{O}\left(1 / n^{2}\right) \\
& \left.\tilde{E}_{\alpha \beta}=2\left(1-\left\langle\langle\sigma \alpha| m_{t} \mid \sigma \beta\right\rangle\right\rangle\right)
\end{aligned}
$$

Note that unlike in Eq. (3.6) the "exchange term" $\left.\left\langle\langle\sigma \alpha| m_{t} \mid \beta \sigma\right\rangle\right\rangle$ is no longer present. Upon diagonalization of $\tilde{E}_{\alpha \beta}$, the subdominant eigenvalue $a_{1}$ is determined, with an identical $1 / n$ scaling as found for the symmetric irrep. The possibility that the subdominant eigenvalue lies in this irrep may be removed a priori by imposing a natural additional restriction on the random quantum circuit, namely by requiring that the two-qubit gate distribution be invariant under the transformation $S$ that swaps the two-qubits, that is, $\tilde{\mu}(S U)=\tilde{\mu}(U S)=\tilde{\mu}(U)$.

### 3.3 Locally Invariant Random Quantum Circuits

As reported in [19], a stronger result for the asymptotic convergence rate may be obtained for a subclass of permutationally invariant random quantum circuits which are, in addition, locally invariant, that is, $\tilde{\mu}(U)$ is invariant under the subgroup $U(2) \times U(2) \subset U(4)$ of local unitary transformations on the two target qubits. Specifically, I will now show that for locally invariant random quantum circuits the leading order coefficient $a_{1}$ of the $1 / n$ expansion does not depend on $t$.

Recall that $a_{1}$ is determined by the maximum value of $\left.\left.\left\langle\langle\sigma \omega| m_{t} \mid \sigma \omega\right\rangle\right\rangle+\left\langle\langle\sigma \omega| m_{t} \mid \omega \sigma\right\rangle\right\rangle$, where $\sigma \in \mathcal{S}_{t}$ and $\left.|\omega\rangle\right\rangle$ is a $U(2)$ invariant which is orthogonal to $\left.|\sigma\rangle\right\rangle$. As shown previously, we may take $|\sigma\rangle\rangle$ to be the identity without loss of generality. Now, any operator orthogonal to the identity may
be expanded as $\omega=\sum_{\nu} c_{\nu} \sigma_{\nu_{1}}^{1} \ldots \sigma_{\nu_{t}}^{t}$ where, as before, $\nu=\left(\nu_{1}, \ldots, \nu_{t}\right)$, and $\nu_{i} \in\{0,1,2,3\}$, with $\sigma_{0}=I, \sigma_{1}=\sigma_{x}, \sigma_{2}=\sigma_{y}, \sigma_{3}=\sigma_{z}$, and the sum ranges over all possible strings $\nu$ except the one where $\nu_{i}=0 \forall i$.

The first step is to show that the expectation value $\left.\left\langle\langle I \omega| U^{\otimes t, t} \mid I \omega\right\rangle\right\rangle$ for any $U \in U(4)$ may be written as a symmetric polynomial of the form

$$
\begin{equation*}
\left.\left\langle\langle I \omega| U^{\otimes t, t} \mid I \omega\right\rangle\right\rangle=\sum_{2 \leq p_{1}+p_{2}+p_{3} \leq t} w_{\vec{p}} x^{p_{1}} y^{p_{2}} z^{p_{3}}, \tag{3.8}
\end{equation*}
$$

where $x, y, z$ are real numbers in $[-1,1]$ which depend only on $U$, and $w_{\vec{p}}$ are positive coefficients which depend only on $|\omega\rangle\rangle$, with $\vec{p}=\left(p_{1}, p_{2}, p_{3}\right)$ and $p_{i}$ being non-negative integers subject to $2 \leq p_{1}+p_{2}+p_{3} \leq t$.

To establish Eq. (3.8) above, we exploit the fact that an arbitrary element of $U(4)$ may be written in the canonical decomposition form $U=U_{1} \otimes U_{2} U(q, r, s) U_{1}^{\prime} \otimes U_{2}^{\prime}$, where $U_{1}, U_{1}^{\prime}, U_{2}, U_{2}^{\prime}$ act locally on either of two qubits and $U(q, r, s)=\exp \left\{i\left(q \sigma_{1} \otimes \sigma_{1}+r \sigma_{2} \otimes \sigma_{2}+s \sigma_{3} \otimes \sigma_{3}\right)\right\}$ [29]. Since $\left.|\omega\rangle\right\rangle$ is a $U(2)$ invariant, it then suffices to consider the action of $U(q, r, s)$. Direct calculation shows that under $U(q, r, s)$, the following transformations are obeyed by Pauli operators:

$$
\begin{align*}
I \otimes \sigma_{1} & \mapsto r_{1} s_{1} I \otimes \sigma_{1}+r_{2} s_{1} \sigma_{2} \otimes \sigma_{3} \\
& -r_{1} s_{2} \sigma_{3} \otimes \sigma_{2}+r_{2} s_{2} \sigma_{1} \otimes I  \tag{3.9}\\
I \otimes \sigma_{2} & \mapsto s_{1} q_{1} I \otimes \sigma_{2}+s_{2} q_{1} \sigma_{3} \otimes \sigma_{1} \\
& -s_{1} q_{2} \sigma_{1} \otimes \sigma_{3}+s_{2} q_{2} \sigma_{2} \otimes I  \tag{3.10}\\
I \otimes \sigma_{3} & \mapsto q_{1} r_{1} I \otimes \sigma_{3}+q_{2} r_{1} \sigma_{1} \otimes \sigma_{2} \\
& -q_{1} r_{2} \sigma_{2} \otimes \sigma_{1}+q_{2} r_{2} \sigma_{3} \otimes I \tag{3.11}
\end{align*}
$$

where $q_{1}=\cos (2 q), q_{2}=\sin (2 q)$, and similar expressions hold for $r_{1}, r_{2}$, and $s_{1}, s_{2}$, respectively.

The idea is now to evaluate $\left.U^{\otimes t, t}|I \omega\rangle\right\rangle$ term by term in the expansion for $\left.|\omega\rangle\right\rangle$, that is, we evaluate

$$
\begin{aligned}
U^{\otimes t}(I \otimes \omega) U^{\dagger \otimes t} & =\sum_{\nu} c_{\nu} U^{\otimes t}\left(I^{1} \otimes \sigma_{\nu_{1}}^{1} \ldots I^{t} \otimes \sigma_{\nu_{t}}^{t}\right) U^{\dagger \otimes t} \\
& =\sum_{\nu} c_{\nu} \bigotimes_{i=1}^{t} U\left(I^{i} \otimes \sigma_{\nu_{i}}^{i}\right) U^{\dagger}
\end{aligned}
$$

where now the transformation rules in Eq. (3.9)-(3.11) may be applied to each of the $t$ factors independently. Computing the matrix element $\left.\left\langle\langle I \omega| U^{\otimes t, t} \mid I \omega\right\rangle\right\rangle$, there is a contribution of the form $\left|c_{\nu}\right|^{2} x^{p_{1}} y^{p_{2}} z^{p_{3}}$, arising from each of the terms $c_{\nu} I^{1} \otimes \sigma_{\nu_{1}}^{1} \ldots I^{t} \otimes \sigma_{\nu_{t}}^{t}$, where $x=r_{1} s_{1}, y=s_{1} q_{1}$, $z=q_{1} r_{1}$, and $p_{1}, p_{2}, p_{3}$ are the number of instances where $\nu_{i}=1,2,3$, respectively. Summing over all terms in the expansion for $|\omega\rangle\rangle$ finally results in a polynomial of the form stipulated in Eq. (3.8), with $w_{\vec{p}}=\sum_{\nu}\left|c_{\nu}\right|^{2}$ determined by the sum over all strings $\nu$ that share the same $\vec{p}$-vector. That the polynomial is symmetric under the interchange of $x, y$, and $z$ follows from the invariance of $|\omega\rangle\rangle$ under $U(2)$. Note that by construction, $x, y$, and $z$ are bounded between $[-1,1]$.

Let the degree of a Pauli string be the number of instances where $\nu_{i} \neq 0$. Since, under $U^{\otimes t}$ with $U \in U(2)$, a Pauli string can only be mapped to a Pauli string of equal degree, it follows that any $U(2)$ invariant whose expansion contains terms of differing degree can be written as a linear combination of $U(2)$ invariants each containing only terms of equal degree. For $t=1$, the only $U(2)$ invariant is the identity. For $t=2$, there is exactly one $U(2)$ invariant orthogonal to the identity, namely, $\omega=\frac{1}{\sqrt{3}}\left(\sigma_{1}^{1} \sigma_{1}^{2}+\sigma_{2}^{1} \sigma_{2}^{2}+\sigma_{3}^{1} \sigma_{3}^{2}\right)$. Consequently, no $U(2)$ invariant contains a term of degree 1 , and the only degree- 2 terms a $U(2)$ invariant may contain are linear combinations of the form $\sigma_{1}^{i} \sigma_{1}^{j}+\sigma_{2}^{i} \sigma_{2}^{j}+\sigma_{3}^{i} \sigma_{3}^{j}$. Thus, for a monomial occurring in $\sum_{\vec{p}} w_{\vec{p}} x^{p_{1}} y^{p_{2}} z^{p_{3}}, 2 \leq p_{1}+p_{2}+p_{2} \leq t$, and if $p_{1}+p_{2}+p_{3}=2$, then exactly one of $p_{1}, p_{2}$, or $p_{3}=2$.

The next step to establish the claimed result is to show that $\sum_{\vec{p}} w_{\vec{p}} x^{p_{1}} y^{p_{2}} z^{p_{3}} \leq \frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$, where the right hand side is the polynomial corresponding to $\left.\left\langle\left\langle I \omega_{2}\right| U^{\otimes t, t} \mid I \omega_{2}\right\rangle\right\rangle$, where $\left.\left|\omega_{2}\right\rangle\right\rangle$ is any degree- $2 U(2)$ invariant. To show this we first show that the average over each set of monomials $x^{p_{1}} y^{p_{2}} z^{p_{3}}$ defined by a set of integers $p \geq p^{\prime} \geq p^{\prime \prime}$ distributed in every distinct way to $p_{1}, p_{2}$, and $p_{3}$, is less than or equal to $\frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$. There are two cases to consider:
(i) If $p \geq 2$, then from $|x|,|y|,|z| \leq 1$, it follows that $x^{p} \frac{1}{2}\left(y^{p^{\prime}} z^{p^{\prime \prime}}+y^{p^{p^{\prime \prime}}} z^{p^{\prime}}\right) \leq x^{2}, y^{p} \frac{1}{2}\left(z^{p^{\prime}} x^{p^{\prime \prime}}+\right.$
$\left.z^{p^{\prime \prime}} x^{p^{\prime}}\right) \leq y^{2}$, and $z^{p} \frac{1}{2}\left(x^{p^{\prime}} y^{p^{\prime \prime}}+x^{p^{\prime \prime}} y^{p^{\prime}}\right) \leq z^{2}$. Thus, the average of the left hand side of each inequality, which is the average over the desired set of monomials, must be less than or equal to the average of the right hand sides, which is $\frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$.
(ii) If $p=p^{\prime}=p^{\prime \prime}=1$, then using $x=r_{1} s_{1}, y=s_{1} q_{1}$ and $z=q_{1} r_{1}, x y z \leq \frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$ can be written $q_{1}^{2} r_{1}^{2} s_{1}^{2} \leq \frac{1}{3}\left(r_{1}^{2} s_{1}^{2}+s_{1}^{2} q_{1}^{2}+q_{1}^{2} r_{1}^{2}\right)$, which follows from $q_{1}^{2} r_{1}^{2} s_{1}^{2} \leq r_{1}^{2} s_{1}^{2}, s_{1}^{2} q_{1}^{2}, q_{1}^{2} r_{1}^{2}$.
Since $\sum_{\vec{p}} w_{\vec{p}} x^{p_{1}} y^{p_{2}} z^{p_{3}}$ is a weighted average of the above monomial averages, each of which is less than or equal to $\frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$, it follows that $\sum_{\vec{p}} w_{\vec{p}} x^{p_{1}} y^{p_{2}} z^{p_{3}} \leq \frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$.

Finally, the steps described above can be applied to the exchange term $\left.\left\langle\langle I \omega| U^{\otimes t, t} \mid \omega I\right\rangle\right\rangle$, resulting in $\left.\left\langle\langle I \omega| U^{\otimes t, t} \mid \omega I\right\rangle\right\rangle \leq \frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$, where $x=b_{2} c_{2}, y=a_{2} c_{2}, z=a_{2} b_{2}$ for any $U \in U(4)$. Since these inequalities hold for every $U \in U(4)$, it follows that

$$
\begin{aligned}
\left.\left\langle\langle I \omega| m_{t} \mid I \omega\right\rangle\right\rangle & \left.+\left\langle\langle I \omega| m_{t} \mid \omega I\right\rangle\right\rangle \\
& \left.\left.\leq\left\langle\left\langle I \omega_{2}\right| m_{t} \mid I \omega_{2}\right\rangle\right\rangle+\left\langle\left\langle I \omega_{2}\right| m_{t} \mid \omega_{2} I\right\rangle\right\rangle,
\end{aligned}
$$

where $\left.\left|\omega_{2}\right\rangle\right\rangle$ is any degree-2 $U(2)$ invariant. Since $\left.\left\langle\left\langle I \omega_{2}\right| U^{\otimes t, t} \mid I \omega_{2}\right\rangle\right\rangle=\frac{1}{3}\left(x^{2}+y^{2}+z^{2}\right)$ (and the equivalent expression for $\left.\left.\left\langle\left\langle I \omega_{2}\right| U^{\otimes t, t} \mid \omega_{2} I\right\rangle\right\rangle\right)$ holds for every degree-2 $U(2)$ invariant, and the expression does not depend on $t$, it follows that the maximum of $\left.\left.\left\langle\langle I \omega| m_{t} \mid I \omega\right\rangle\right\rangle+\left\langle\langle I \omega| m_{t} \mid \omega I\right\rangle\right\rangle$ over all $\left.|\omega\rangle\right\rangle$ such that $\langle\langle\omega \mid I\rangle\rangle=0$ is given by $\left.\left.\left\langle\left\langle I \omega_{2}\right| m_{2} \mid I \omega_{2}\right\rangle\right\rangle+\left\langle\left\langle I \omega_{2}\right| m_{2} \mid \omega_{2} I\right\rangle\right\rangle$. This concludes the proof.

### 3.3.1 Example: Haar measure on $U(4)$

As an example the case of $t=2$ with $\tilde{\mu}(U)$ as the Haar measure on $U(4)$. The invariant eigenspace $\mathcal{V}_{2}$ of $M_{2}$ is spanned by the identity,

$$
\left.\left.\left|I^{(n)}\right\rangle\right\rangle=(|I\rangle\rangle\right)^{\otimes n}
$$

and the permutation

$$
\left.\left.\left|S^{(n)}\right\rangle\right\rangle=(|S\rangle\rangle\right)^{\otimes n}
$$

that swaps the $t=2$ copies of $\mathcal{H}=\mathcal{H}_{q}^{\otimes n}$. Since $\tilde{\mu}(U)$ is the Haar measure, $m_{2}$ coincides with the projector onto the subspace $\mathcal{V}_{2}$ for $n=2$ qubits. To find the excitation energies, we choose one of


Figure 3.2: Inverse spectral gap $\Delta_{t}^{-1}$ of $M_{t}\left[\mu_{H}\right]$ with $t=2,3$ for a random circuit consisting of twoqubit gates selected according to the Haar measure on $U(4)$. The line with slope $5 / 6$ corresponds to the asymptotic result. From [19].
the extremal local kets, $|I\rangle\rangle$, and minimize

$$
\left.\left.E_{\min }=2 \min \left(1-\left\langle\langle I \alpha| m_{2} \mid I \alpha\right\rangle\right\rangle-\left\langle\langle I \alpha| m_{2} \mid \alpha I\right\rangle\right\rangle\right)
$$

over all local operators $|\alpha\rangle\rangle \in \mathcal{H}_{l_{t}}$ orthogonal to $\left.|I\rangle\right\rangle$. This yields

$$
|\alpha\rangle\rangle=|S\rangle\rangle-\langle\langle S \mid I\rangle\rangle|I\rangle\rangle=\sigma_{1}^{1} \sigma_{1}^{2}+\sigma_{2}^{1} \sigma_{2}^{2}+\sigma_{3}^{1} \sigma_{3}^{2}
$$

and $\Delta_{t}=6 / 5 n+\mathcal{O}\left(1 / n^{2}\right)$. To determine how quickly the large- $n$ scaling sets in, the fully symmetric sector of $M_{t}[\mu]$ under $\mathcal{S}_{n}$ was numerically diagonalized. Since $\mu_{H}(U)$ is invariant under $U(2) \times$ $U(2)$ transformations, $\mathcal{H}_{l_{2}}$ may be restricted to the subspace of $S U(2)$ invariants. From angular momentum theory [21], the number of such invariants is

$$
\sum_{J} m_{J}^{2}=\frac{(2 t)!}{(t+1)!t!}=C_{t}
$$

where $m_{J}$ is the multiplicity of the $S U(2)$-irrep with angular momentum $J$. Thus the dimension of the completely symmetric irrep of $M_{t}[\mu]$ may be taken to be $\binom{C_{t}+n-1}{n} \ll\binom{4^{t}+n-1}{n}$, which makes
numerical comparisons tractable for small $t$. Exact results for $t=2$ and 3 (see Fig. 3.2) indicate that the scaling prediction for $\Delta_{t}$ becomes very accurate for $n \gtrsim 14$.

### 3.4 Convergence of Random Quantum Circuits vs. Typical Gate Complexity

In this section I will examine some issues relating the quantum gate complexity of typical $n$-qubit unitary transformations to the scaling of the gap $\Delta_{t}$ of the $t$-order moment matrix. A reasonable conjecture based on the results for permutation invariant random quantum circuits is that $\Delta_{t} \geq \frac{a_{t}}{n}$. The question that I would like to address is whether or not this scaling conjecture is consistent with the fact that given a $U \in U\left(2^{n}\right)$ and an $\epsilon>0$, in order to perform a unitary transformation $U^{\prime}=U_{k} \ldots U_{1}$ which is decomposable in to $k$-single and two-qubit gates such that $\left\|U-U^{\prime}\right\|<\epsilon$ requires $k=\mathcal{O}\left(n^{2} 4^{n} \log ^{c}\left(n^{2} 4^{n} / \epsilon\right)\right)$ [30].

Since for every irrep of $U(N)$ labeled $s$, there is a moment superoperator $M_{t}[\mu]$ such that $s$ is one of the irreps that $M_{t}$ can be decomposed into, it follows that a condition on each of the gaps $\Delta_{t}$ is a condition on each of the irreps of $U(N)$. That is, if $\Delta_{t}<\frac{a_{t}}{n}$ then $\left\|f^{s}\right\|<\frac{a_{s}}{n}$, where $d \mu_{k}(U)=\sum_{s=0}^{\infty}\left(f^{s}\right)^{k} D^{s}(U)$ is the Peter-Weyl expansion of the density $d \mu(U)$ corresponding to $\mu$. Since the expansion for the Haar measure density $d \mu_{H}(U)$ is given by $f^{o}=1$ and $f^{s}=0 \forall s>0$, then for any density $d \mu_{k}(U)$, the $l_{2}$ norm of the difference between $d \mu_{H}(U)$ and $d \mu_{k}(U)$ is given by

$$
\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{2}=\int\left(d \mu_{H}(U)-d \mu_{k}(U)\right)^{2}=\sum_{s=1}^{\infty} \operatorname{tr}\left(\left(f^{s}\right)^{2}\right)
$$

If for the largest eigenvalue of $\left(f^{s}\right)^{2}, \lambda_{s}<\frac{a_{s}}{n}$, then it follows that

$$
\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{2}<\frac{1}{n} \sum_{s=1}^{\infty} a_{s}^{k}
$$

Now if $a_{s}$ does not depend on $s$, then $\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{2}$ can be made small for circuit length $k=$ $\mathcal{O}(n)$. If in addition $d \mu_{k}(U)$ is continuous, then since $\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{1}>\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{2}$, it follows that $\left\|\mu_{H}-\mu_{k}\right\|_{T V}=\left\|d \mu_{H}(U)-d \mu_{k}(U)\right\|_{1}$ can be made small for $k=\mathcal{O}(n)$. This would
force a contradiction, because this would imply that circuits of polynomial length in $n$ are dense in $U\left(2^{n}\right)$.

There are two possibilities for avoiding this contradiction. Either $a_{s}$ must depend on $s$ in such a way that $\sum_{s=1}^{\infty} a_{s}^{k}$ remains large, or $d \mu_{k}(U)$ is not continuous. Interestingly, even if the twoqubit gate distribution $\tilde{\mu}$ is continuous, $d \mu_{k}(U)$ cannot be continuous for $k<4^{n}$ since there are insufficient parameters in circuit of that length in order to parameterize all of $U\left(2^{n}\right)$, since $U\left(2^{n}\right)$ is a topological space with $4^{n}$ dimensions. A circuit with $k<k_{d}$ at best describes a surface in $U(N)$ with lower dimension and hence of measure zero in $U(N)$. Thus, for continuous $\tilde{\mu}$ one possibility is that the $a_{s}$ do not depend on $s$, but since $d \mu_{k}(U)$ is not continuous until $k$ is very large, the total variation distance remains near its maximum of 1 until $k=\mathcal{O}\left(n^{2} 4^{n} \log ^{c}\left(n^{2} 4^{n} / \epsilon\right)\right)$, at which point rapid convergence to the Haar measure occurs. Thus random quantum circuits may exhibit the so-called cut-off phenomenon [31].

## Chapter 4

## Irreversible Random Quantum

## Circuits

In this chapter the condition of invariance of the measure $\mu$ under Hermitian conjugation is relaxed, resulting is a moment superoperator $M_{t}[\mu]$ that is not Hermitian. For such operators $M_{t}[\mu]$, the gap defined by the spectral norm $\Gamma_{s p} \equiv\left\|M_{t}[\mu]-M_{t}\left[\mu_{H}\right]\right\|_{s p}$ is no longer a tight bound on the convergence rate. This possibility allows for random quantum circuits which may have faster convergence than the optimal reversible random quantum circuits discussed in Ch.3. The analysis will be limited to convergence of second order moments. Following [32, 33], under certain conditions on the distribution $\tilde{\mu}$ the evolution of the second order moments as a function of circuit depth can be mapped to a classical Markov chain. To obtain the mapping, the transformation $A_{\alpha} \rightarrow U A_{\alpha} U^{\dagger}$ induced by $U \in U(N)$, on an orthonormal basis of Hermitian observables $\left\{A_{\alpha}\right\}$ on $\mathcal{H}$. The transformation may be expressed as

$$
A_{\alpha}^{\prime}=\sum_{\beta} x_{\alpha \beta} A_{\beta},
$$

where $x_{\alpha \beta}(U) \in \mathbb{R}$ and $\sum_{\beta} x_{\alpha \beta}(U) x_{\gamma \beta}(U)=\delta_{\alpha \gamma}$. One may obtain the transformation of second order moments from the tensor

$$
M_{2}[\mu]_{\alpha \beta \gamma \delta}=\int d \mu(U) x_{\alpha \beta}(U) x_{\gamma \delta}(U)
$$

Whenever $\mu$ is such that,

$$
\begin{equation*}
M_{2}[\mu]_{\alpha \beta \gamma \delta}=0, \text { for } \alpha \neq \gamma, \beta \neq \delta, \tag{4.1}
\end{equation*}
$$

it follows from orthonormality, that $\sum_{\beta} M_{2}[\mu]_{\alpha \beta \alpha \beta}=1$ and $\sum_{\alpha} M_{2}[\mu]_{\alpha \beta \alpha \beta}=1$, with each $M_{2}[\mu]_{\alpha \beta \alpha \beta} \geq$ 0 . Thus, the set of matrix elements $M_{\alpha \beta}[\mu] \equiv M_{2}[\mu]_{\alpha \beta \alpha \beta}$ is bistochastic, and hence defines the transition matrix $M$ for a Markov chain on the state space labeled by $\alpha$. If $\mu$ is reversible then in addition $M$ is Hermitian. For the random quantum circuits that will be considered subsequently, the generalized Pauli basis will be used, and the state space of the corresponding Markov chain consists of strings from $\mathcal{J}=\{I, X, Y, Z\}^{n}$. The Markov matrix $M[\mu]$ will not be ergodic since there are 2 invariant vectors of the moment superoperator $M_{2}[\mu]$. But since one of the invariant vectors is given by the state $I^{n}$, the chain $M[\mu]-I^{n}$ is ergodic if $\mu$ is universal. If the random quantum circuit is irreversible, the asymptotic convergence of $M[\mu]$ to the remaining invariant vector can be upper bounded by $C k^{J-1}\left(\lambda_{*}\right)^{k-J+1}$, where $C$ is a constant depending on the initial state of the chain, $J$ is the size of the largest Jordan block of $M[\mu], \lambda_{*}$ is the maximum square modulus of the eigenvalues of $M[\mu][34]$. Only if $J=1$, implying that the random quantum circuit is diagonalizable, is the asymptotic decay a pure exponential.

### 4.1 Markov Chain Reduction

The full Markov chain $M$ on the state space $\mathcal{J}=\{I, X, Y, Z\}^{n}$ may sometimes be reduced to a simpler chain $M^{\prime}$, by partition the state space, $\mathcal{J}$, into subsets, $\mathcal{J}_{a} \subset \mathcal{J}$. A necessary and sufficient condition for reducing the chain is that the sum of the transition probabilities from an element of a subset, $a \in \mathcal{J}_{a}$, to all elements of any subset, $b \in \mathcal{J}_{b}$, is the same for each element of $a$, that is, $\sum_{u, v \in \mathcal{J}_{b}} M_{u v}=M_{a b}$ must be the same for all $u \in \mathcal{J}_{a}$ and all subsets $\mathcal{J}_{b}$. There are two cases in which this arises. The first is when the reduction removes a set of vectors that have eigenvalue 0 under $M$. In a Markov chain, this is equivalent to a complete loss of memory over some subsets of the state space. The second occurs when the Markov chain posses a conserved quantity. In this case the chain, though irreducible, can be block diagonalized, (under a transformation which is not a permutation) so that at least one block, e.g. zero momentum for translational symmetry, is the desired reduced chain. Here, nontrivial eigenvalues that occur in $M$ are absent in $M^{\prime}$, and an additional argument
is needed to show that the subdominant eigenvalue does not occur in the remaining blocks.
If the random quantum circuit is locally invariant, then one may average over those Pauli strings that are equivalent under interchange of $X, Y$, or $Z$. The local reduced state is given by $P_{i}=$ $X_{i}+Y_{i}+Z_{i}$, and the reduced state space consists of strings $\{I, P\}^{n}$. It will also be desirable to form reduced chains that average over only $X$ and $Y$ local Pauli operators by defining the new local variables $\Xi_{i}^{ \pm}=X_{i} \pm Y_{i}$ so that chain states now consist of the set $\{I, Z, \Xi\}^{n}$.

A Markov chain can admit a reduced chain of the second type by forming equivalence classes of Pauli operators under permutation symmetry. In the case of full permutation symmetry, since equivalence classes may be labeled by how many $X, Y$, and $Z$ 's are in each Pauli operator, or the appropriate symbols for locally reduced chains, the size of the reduced state space grows only polynomially in the number of qubits $n$, allowing scaling behavior of Markov matrix properties with circuit size to be determined numerically. Note that while the reduced representation formed due to local invariance contains every non-zero eigenvalue in the full Markov chain, reduced representations induced by qubit permutations discard eigenvalues associated with asymmetry with respect to the permutations.

### 4.2 Parallel Random Quantum Circuits and Cluster States

The first irreversible random quantum circuit to be considered is the circuit proposed in [11] which consists of independent Haar random single qubit gates on each qubit, followed by performing controlled-phase gates, $\mathrm{CZ}=|0\rangle\langle 0| \otimes \mathcal{J}+|1\rangle\langle 1| \otimes Z$, between nearest neighbors on an open chain. Although the single qubit gates are selected independently from a reversible distribution, the subsequent $C Z$ gates break reversibility. Furthermore, since this circuit involves parallel operations, it may be naturally implemented as a measurement pattern on a cluster state.

Cluster states are highly entangled states which serve as the basic resource for measurement-based quantum computation [35]. They may be generated by applying CZ gates between qubits initially in the $|+\rangle$ state. Computation is executed by measuring qubits along desired axes in the $x-y$ plane. The choice of measurement axis determines the operation that is implemented, and may depend on the outcome of a previous measurement. A 2D qubit lattice with CZ gates applied between
all nearest neighbors suffices for universal quantum computation. Measurements are performed by column from left to right, until a last column is left unmeasured - determining the statistics over the computation outcomes.


Figure 4.1: Schematics of cluster-state PR architectures. Pairs of qubits subjected to CZ gates are connected by solid lines and each qubit is identified by the angle in the $x-y$ plane that defines its measurement basis. Dashed lines represent additional CZ gates for the enhanced version of the algorithm from [11].

A cluster state architecture that implements the equivalent of 2 iterations of the PR algorithm of [11] is depicted in Fig. 4.1. Using Euler-angle representation, measurement of 3 qubits in a row simulates a single-qubit gate $H Z\left(\alpha_{i}+\pi m_{\alpha_{i}}\right) X\left(\beta_{i}+\pi m_{\beta_{i}}\right) Z\left(\gamma_{i}+\pi m_{\gamma_{i}}\right)$, where $H$ is the Hadamard gate, $Z(\alpha)(X(\alpha))$ is a $z$ - (x-) rotation by an angle $\alpha,\left(\alpha_{i}, \beta_{i}, \gamma_{i}\right)$ are the angles along which each qubit is measured in the $x-y$ plane, and $m_{i}=0,1$ labels additional measurement-dependent $\pi$ rotations. Arbitrary single-qubit gates are effected by properly choosing the Euler angles. Because the Haar measure on $\mathrm{SU}(2)$ is invariant under the extra $\pi$ rotations, the latter may be ignored. CZ gates performed between rows of the cluster state (vertical lines) serve as CZ gates acting between qubits in the circuit-based algorithm. In general, to simulate $\ell$ iterations of an $n$-qubit PR circuit, a lattice of $n \times 3 \ell+1$ qubits is needed (where the extra 1 comes from the final, unmeasured column). The first column contains the initial state $\left|\psi_{0}\right\rangle$ on which the algorithm operates.

Given the measurement pattern of Fig. 4.1, a natural question arises: Can the convergence rate of the cluster-state PR algorithm be enhanced by filling in additional vertical lines (that is, by effecting additional CZ gates represented by dashed lines)? In this case, the computation proceeds as before but measurement angles will be chosen randomly in the $x-y$ plane. Fig. 4.2 illustrates the resulting improvement by comparing the decay rate with respect to two measures of convergence

1. The $l_{2}$ distance between the distribution of squared moduli of the components of the final state, $P(y)$, and the Porter-Thomas distribution $P_{P T}(y)=\exp (-y)$ where $y=N \nu$ and $N=2^{n}$, which describes the distribution of Haar random states.


Figure 4.2: Distance of the (normalized) distribution of squared moduli state-vector components from $P_{P T}(y)$ for random states as a function of run time. $\square$ : Standard (6 rows and connections every third column), vs $\bigcirc$ : Enhanced (connections at every column) PR patterns. The run time equals the number of columns in the cluster state. Inset: Difference of global entanglement, $Q$, from the expected random-state value, $Q_{R}$, vs run time. For both test functions, the enhanced version of the algorithm converges to the Haar average with a rate about 6 times faster.
2. The difference between the Meyer-Wallach entanglement [82]

$$
Q=1-\frac{1}{n} \sum_{i=1}^{n} \sum_{\alpha=x, y, x}\langle\psi| \sigma_{\alpha}^{i}|\psi\rangle^{2},
$$

from its expectation for Haar random states.

For 6 row cluster states, both test functions converge approximately 6 times faster for the completely filled cluster state. Thus, the enhanced version of the PR cluster-state algorithm uses a factor of 6 fewer qubits and horizontal connections, and half the number of vertical connections to achieve a comparable distance from random-state behavior.

Because the cluster model is computationally equivalent to the circuit model [35], the improved measurement pattern for the enhanced cluster-state PR algorithm must have a circuit model analog. The single-qubit rotation equivalent to measuring a cluster qubit in a random basis in the $x-y$ plane is an $H Z(\alpha)$ gate. Thus, once translated into the circuit model, the completely filled measurement pattern identifies a restricted family of random single-qubit gates which map the $z$-axis to the transverse plane. In the circuit model, the decay rate of the enhanced algorithm is only about 2 times faster, since a time step counts as a complete iteration. Still, depending on implementation, it
may be easier to perform an $H Z(\alpha)$ gate than an arbitrary single-qubit gate. This raises the following general question: Given a fixed two-qubit gate, what is the optimal single-qubit gate distribution to employ?

Since the $z$-axis is fixed by the $C Z$ gates only gate distributions which are invariant under rotations about the $z$-axis will be considered. Thus, the Markov chain corresponding to the singlequbit gate distribution will consist of $I, Z, \Xi$ with $\Xi=X+Y$. All such single, qubit gate distribution, for which a Markov chain representation exists may be fully parameterized as follows

$$
R(c)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & c & \frac{1-c}{2} \\
0 & 1-c & \frac{1+c}{2}
\end{array}\right)
$$

If a single-qubit gate is selected independently for each qubit, and applied in parallel, then the corresponding local part of the Markov chain $L(c)=R(c)^{\otimes n}$. The subsequent $C Z$ gates act as a permutation on the state space $I, Z, \Xi^{\otimes n}$ corresponding to the full $n$-qubit circuit. This permutation acting on $L(c)$, yields the transition matrix $M(c)$. Numerically we find that $M(c)$ though nonHermitian is diagonalizable, that is each Jordan block is of dimension one, thus the convergence is asymptotically exponential, with a rate $\Gamma(c)$ determined by the gap between the largest eigenvalue of 1 and absolute value of the second largest eigenvalue, $\Delta(c)=1-\left|\lambda_{1}\right|$, via $\Gamma(c)=-\ln (1-\Delta(c))$. Thus, the larger the gap the faster the convergence. Here, we are interested in the gap between 1 and the next largest eigenvalue whose eigenvector has a non-zero component along $\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$.

As seen in Fig. 4.3, the maximum gap for $n=6$ qubits, equal to 0.4135 , occurs at $c \approx 0.03$. The gap for $H Z(\alpha)$ gates, $\Delta(0) \approx 0.4071$, is significantly larger than the gap for random rotations, $\Delta(1 / 3) \simeq 0.2292$, yielding $\Gamma(0) / \Gamma(1 / 3) \approx 2.008$. For $n=10$, the maximum gap is attained at $c=0$. Remarkably, as $n$ increases, $\Delta$ decreases for unrestricted local gates, but increases for $H Z(\alpha)$ gates, see inset of Fig. 4.3. Thus, the larger $n$, the faster the Markov chain converges.


Figure 4.3: Gap, $\Delta(c)$, between the largest eigenvalue of 1 and the absolute value of the largest non-unit eigenvalue of $M(c)$ vs $c$, for $n=6$ (solid line) and $n=10$ (dashed line). The gap at $c=0$ $(H Z(\alpha)$ gates) is significantly larger than the gap at $c=1 / 3$ (arbitrary random single-qubit gates), identifying the optimal gate set. Inset: Gap for $c=1 / 3$ (circles) and $c=0$ (squares) vs $n$.

### 4.3 Permutationally Invariant Random Quantum Circuits

Since the single qubit gate distribution parameterized by $H Z(\alpha)$ where $\alpha \in[0,2 \pi]$ generates a faster convergence rate than Haar random single qubit gates in the above random quantum circuit design, is interesting to see if this enhancement is occurs for other random quantum circuit formats. A thorough exploration of different random quantum circuit design parameters is given in [36], and the specific case of permutation invariant random quantum circuits will be discussed here.

The second order moments of permutationally invariant reversible random quantum circuits that can be expressed in terms of an appropriate reduced Markov chain, before generalizing to irreversible permutation invariant random quantum circuits.

Given a two-qubit gate distribution $\tilde{\mu}$ that satisfies Eq.(4.1), there is a $16 \times 16$ bistochastic matrix $M[\mu]$ describing the evolution of the non-vanishing second order moments of $\tilde{\mu}$ corresponding Pauli strings of length 2. If $\tilde{\mu}$ is locally invariant, then only a $4 \times 4$ transformation matrix is required to indicate transitions within the state space $\{I, P\}^{2}$. For the Haar measure on $U(4)$, every 2 qubit Pauli operator is equally likely to be mapped to any other 2 qubit Pauli operator. Since there are 3

Pauli operators in the reduced class $P I$ and $I P$ and 9 in $P P$ this yields,

$$
m\left[\tilde{\mu}_{H}\right]=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 / 5 & 1 / 5 & 1 / 5 \\
0 & 1 / 5 & 1 / 5 & 1 / 5 \\
0 & 3 / 5 & 3 / 5 & 3 / 5
\end{array}\right)
$$

As described above, because of permutation symmetry the chain may be reduced further, so that the state space is labeled only by the number of Pauli operators, $n_{P}$, in each Pauli string. When the bi-local gate distribution is the Haar measure, the transitions between the first three states $n_{P}=1,2$, and 3 are given below:

$$
M\left[\tilde{\mu}_{H}\right]=\left(\begin{array}{ccc}
1-2 / 5 n & 9 / 4 n^{2} & 0 \\
2 / 5 n & 1-4 / 5 n-9 / 4 n^{2} & 11 / 4 n^{2} \\
0 & 4 / 5 n & 1-8 / 5 n-11 / 4 n^{2}
\end{array}\right)
$$

As $n \rightarrow \infty$, the off-diagonal elements on the upper right go to zero compared to the spacings between the respective diagonal matrix elements, thus $M\left[\tilde{\mu}_{H}\right]$ becomes approximately a lower triangular matrix, suggesting that as $n \rightarrow \infty$ the eigenvalues are given by the diagonal matrix elements. Now consider the eigenvalue equation,

$$
\left(\begin{array}{ccc}
1-2 / 5 n & 9 / 4 n^{2} & 0 \\
2 / 5 n & 1-4 / 5 n-9 / 4 n^{2} & 11 / 4 n^{2} \\
0 & 4 / 5 n & 1-8 / 5 n-11 / 4 n^{2}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\lambda\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)
$$

Assuming that $\lambda=1-\sum_{l=1}^{\infty} \frac{a_{l}}{n^{l}}$ and $x_{i}=1+\sum_{l=1}^{\infty} \frac{b_{l}^{i}}{n^{l}}$, the eigenvalue equation can be solved to each order in $n$. To order $1 / n$, each eigenvalue is given by the a diagonal matrix elements. This method is equivalent to the mean-field Ansatz of bosonic excitations discussed in Ch.3. Although it is not obvious in this form, the eigenvalues that approach 1 as $n \rightarrow \infty$ are nearly 2 -fold degenerate, with a splitting that decreases exponentially with $n$ as described in Eq.(3.7).

Setting $c=0$ in Eq.(4.2) yields the Markov matrix $R(0)$ corresponding to the single qubit gate distribution $H Z(\alpha)$ with $\alpha$ selected uniformly from [0, 2 $\pi$ ]. Taking $R(0) \otimes R(0)$ and appropriately
permuting the elements of $\{I, Z, \Xi\}^{2}$ under the action of $C Z$, yields the following bi-local Markov matrix:

$$
m\left[\tilde{\mu}_{H Z}\right]=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 / 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 / 4 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 / 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 / 4 \\
0 & 1 & 1 / 2 & 0 & 0 & 0 & 0 & 1 / 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 / 4 \\
0 & 0 & 0 & 1 & 0 & 1 / 2 & 1 / 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 / 2 & 0 & 1 / 2 & 0
\end{array}\right)
$$

Because of permutation symmetry, a further reduction can be performed resulting in a Markov chain on a state space labeled with only the number $\left(n_{z}, n_{\xi}\right)$ of $Z$ or $\Xi$ symbols occurring in any Pauli string. The gap is controlled by the transitions between the states with the first three lowest values of $n_{z}+n_{\xi},(1,0),(0,1)$, and $(1,1)$ shown below:

$$
M\left[\tilde{\mu}_{H Z}\right]=\left(\begin{array}{ccc}
1-2 / n & 1 / n & 0 \\
0 & 1-2 / n & 4 / 3 n^{2} \\
2 / n & 1 / n & 1-4 / n-4 / 3 n^{2}
\end{array}\right)
$$

An expansion similar to that used to diagonalize the previous chain can be used to diagonalize $M\left[\tilde{\mu}_{H Z}\right]$. The eigenvalues that are 1 to leading order are similarly given by the diagonal matrix elements, however, the transition of order $1 / n$ between $(1,0)$ and $(0,1)$ introduces corrections on higher order term of $1 /(n \sqrt{n})$ rather than $1 / n^{2}$ as in the case of the previous circuit. This chain may be diagonalized numerically for large enough $n$ to confirm the validity of the above Ansatz. Note that for random quantum circuits consisting of independently selected single and two-qubit gates, as considered here, the asymptotic decay rate to the Haar measure is limited by the transitions from Pauli strings containing only one Pauli operator to those containing two. For reversible random quantum circuits, there is always a probability that even if the qubit corresponding to the single Pauli operator is chosen, the Pauli operator will be left unchanged. Since the probability of choosing
any given qubit with a two qubit gate is $2 / n$, the convergence rate of $1-2 / n$ is optimal for such random quantum circuits and can be achieved by the above irreversible random quantum circuit.

## Chapter 5

## Quantum Chaos: Background

One way of loosely defining the concept of chaos is how apparently random dynamics can result from simple dynamical laws. In the case of classical systems this may be said to arise through the properties of the classical dynamical flow which can be expressed in terms of the Liouville equation,

$$
\frac{\partial \rho}{\partial t}=-\frac{\partial H}{\partial q} \frac{\partial \rho}{\partial p}+\frac{\partial H}{\partial p} \frac{\partial \rho}{\partial q} \equiv-\{H, \rho\}_{P B}
$$

and $\rho(q, p, t)$ is a phase space density and $H$ is the system Hamiltonian. A flow is considered chaotic if it satisfies the following properties: the phase space trajectories display sensitivity to initial conditions, topological mixing occurs, and the periodic orbits are dense. By sensitivity to initial conditions, if there are two points in phase space that are arbitrarily close, then they separate at short time scales as $e^{\lambda t}$, where $\lambda$ is the largest Lyaponov exponent. Topological mixing occurs when any two open subsets $A$ and $B$ of the phase space $(q, p)$ eventually overlap [38, 39].

A classical dynamical system is said to be integrable if there exists a set of as many well-behaved functions $I_{j}(p, q)$ such that $\{H, I\}_{P B}=0$ and $\left\{I_{j}, I_{k}\right\}_{P B}=\delta_{j k}$, and any two integrals of motion $I_{j}$ and $I_{k}$ are functionally independent, as there are degrees of freedom. The functions $I_{j}(p, q)$ are independent if and only if the differential elements $d I_{i}=\sum_{j} \frac{\partial I_{i}}{\partial q_{j}} d q_{j}+\frac{\partial I_{i}}{\partial p_{j}} d p_{j}$ are linearly independent for all values in phase space $(q, p)$. Since $\left\{H, I_{j}\right\}_{P B}=0$, each integral $I_{j}$ is constant of the motion. Since the integrals of motion are functionally independent, the surface formed by specifying
a constant value for any $I_{i}=c_{i}$, determines a family of tori, to which the dynamics is limited. There can be no sensitivity to initial conditions and no ergodicity since each trajectory is strictly limited to the torus on which it begins.

In quantum mechanics the dynamical flow on a complete set of phase space variables is replaced by a unitary transformation, $U=\exp (-i H t)$, generated by the quantum Hamiltonian $H$ operator acting on a Hilbert space $\mathcal{H}$. If the classical phase space is bounded then the Hilbert space if countably infinite, and the Hamiltonian has a discrete set of eigenvalues $\left\{E_{\alpha}\right\}$. Since quantum position and momentum operators do not commute, one can not specify both with complete accuracy, and thus there is no direct quantum analog of the phase space trajectory. The most that can be known are the probabilities for a complete set of measurement outcomes, which can be expressed as a density operator $\hat{\rho}$, and is analogous to the classical phase space density.

Because of the correspondence principle, the question arose whether the behavior of quantum systems whose classical limits are chaotic is in any way different from the behavior of quantum systems whose classical limits are integrable. Due to the nature of unitary quantum evolution, it was doubtful that quantum systems could produce the standard dynamical criteria that define classical chaos, for example there can be no sensitivity to small changes in the initial wavefunction. This itself does not mean that quantum systems cannot exhibit chaos, since by Koopman's theorem [40], the overlap of any two classical phase space densities is also preserved under classical dynamics. Attempts have been made to find unifying criteria that are satisfied by both quantum and classical chaos. Sensitivity of the Hamiltonian to perturbations was put forth in [37, 41, 42]. Although this approach is valid in the classical limit, for systems such that a classical limit it not approached chaoticity can enhance stability [44, 45].

Nevertheless, for quantum systems, apparent stochastic time evolution can arise through statistical properties of the eigenvectors and eigenvalues of the quantum Hamiltonian [46, 47]. Specifically, there is considerable numerical evidence that the eigenvectors and eigenvalues of strongly nonintegrable quantum Hamiltonians appear random within certain system specific constrains, where the fluctuations are of a universal form which is equivalent to those of ensembles of random matrices [48, $38,49,8,18]$. This mathematical phenomenon appears to be a property of typical diagonalization problems of Hermitian linear operators [52,50], and thus arises in the normal modes of both
classical and quantum wave phenomena, scattering matrices, adjacency matrices of graphs, Markov chains, and even financial models [53]. Beyond linear diagonalization problems, it arises in other contexts, such as in connection to the zeros of the Riemann $\zeta$-function and hence to the distribution of prime numbers [51] and other problems in number theory [52].

Despite the different origin, quantum (mode) chaos and classical (ray) chaos are non-trivially connected by the correspondence principle, since in the limit of small wavelengths, the quantum wave dynamics can be approximated by rays describing the classical trajectories. This semi-classical connection has been studied extensively, with particular emphasis on dynamical billiards [38]. Thus, mode chaos appears to be the analog of classical chaos in quantum systems, and will be what the term quantum chaos shall refer to herein. Since quantum chaos is a ubiquitous property of complicated linear diagonalization problems, it arises generally in quantum Hamiltonians, even in the absence of a natural classical limit, in particular, for many-body systems of interacting fermions, bosons, or localized spins. This section of the thesis will focus on quantum chaos in such many-body systems. Specifically, I will be interested in obtaining a description of the system specific constraints for quantum many-body systems, and a characterization of the fluctuations around these constraints. I will use these results to examine some properties of the many-body eigenvectors, and some properties of the time evolution. Before turning to quantum many-body systems I will briefly review the main results and conjectures for quantum systems that possess a classical limit which is chaotic.

### 5.1 Eigenvalue Statistics

Let $H(q, p)$ be a classical Hamiltonian with no explicit time dependence where $q$ and $p$ represent $d$ generalized coordinates and momenta. One may quantize $H$ by introducing Hermitian operators $\hat{q}$ and $\hat{p}$, that act on a Hilbert space $\mathcal{H}$ with commutation relations corresponding to the classical Poison brackets between the generalized coordinates and properly symmetrizing products of $\hat{q}$ and $\hat{p}$ so that $H(\hat{q}, \hat{p})$ is Hermitian. If the classical phase space is compact then $\mathcal{H}$ has a discrete basis, and $H(\hat{q}, \hat{p})$ has a discrete spectrum $\left\{E_{\alpha}\right\}$. If $H(q, p)$ is an increasing function of the momenta, $p$, then as $E \rightarrow \infty$ the de Broglie wavelength becomes sufficiently small so that the wave dynamics can be replaced by rays, which describe the classical trajectories.

Let $s(E)=\sum_{\alpha} \delta\left(E-E_{\alpha}\right)$ be the density of states of $H(\hat{q}, \hat{p})$. When $s(E)$ is smoothed by averaging over an energy window containing a large number of levels, the density of states is governed by system specific details of the classical Hamiltonian $H(p, q)$. Specifically, in the high energy limit the smoothed quantum mechanical density of states is proportional to the corresponding volume of classical phase space $[38,48,54]$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \lim _{E \rightarrow \infty} \frac{1}{\epsilon} \int_{E}^{E+\epsilon} d E s(E)=\frac{1}{(2 \pi \hbar)^{d}} \int d p d q \delta(E-H(p, q)) \tag{5.1}
\end{equation*}
$$

This result was first proved by Weyl [55] for the normal modes of the Laplacian on an irregular bounded domain, and the formula is referred to as Weyl's law, or the Thomas Thomas-Fermi density.

### 5.1.1 Bohigas-Gianonni-Schmidt conjecture

Weyl's law (5.1) for the smoothed density of states holds for both integrable and chaotic systems, however the level to level fluctuations of the density of states on energy scales much less than those at which the smoothed density varies depends on whether the classical system is chaotic or integrable. To characterize the short range fluctuations in the density of states, the spectrum must be rescaled $\left\{E_{\alpha}\right\} \rightarrow\left\{\tilde{E}_{\alpha}\right\}$ so that the smoothed density of states is everywhere equal to 1 . The limit $\tilde{E} \rightarrow \infty$ can then be used to define a family of joint probability densities, $P_{k}\left(s_{1}, \ldots, s_{k}\right) d s_{1} \ldots d s_{k}$ of finding the spacing $s_{1} \ldots s_{k}$ between sets of $k+1$ consecutive eigenvalues. Bohigas, Gianonni and Schmidt [49] conjectured that if the classical Hamiltonian $H(q, p)$ is chaotic, then within the smoothly varying density the sequence of eigenvalues is pseudo-random with fluctuations between nearby eigenvalues equivalent to those of an ensemble of random Hermitian matrices that depends only on the symmetry class of the Hamiltonian. There are three such symmetry classes.

- Gaussian Unitary Ensemble (GUE) : In the absence of any global symmetry, the appropriate ensemble of Hermitian matrices is invariant under arbitrary unitary transformations. This is satisfied by the ensemble of $N \times N$ Hermitian matrices with each off-diagonal matrix elements an independent random complex numbers $a_{j i}^{*}=a_{i j}=x_{i j}+i y_{i j}$ such that each $x_{i j}$ and $y_{i j}$ with $i<j$ are independent Gaussian random variables with variance $v$. Each diagonal matrix element $a_{i i}$ is an independent Gaussian random variable with variance $2 v$.
- Gaussian Orthogonal Ensemble (GOE) : If the Hamiltonian is invariant under an antiunitary transformation $T$, such that, $T^{2}=1$, then a basis may be constructed so that $H$ has purely real matrix elements, without first obtaining detailed information about the eigenvectors of $H$. The most general basis transformations that preserve the realness of the matrix elements of $H$ is the set of orthogonal transformations. An ensemble of Hermitian matrices invariant under arbitrary orthogonal transformation can be generated by selecting real matrix elements independently at random from a Gaussian distribution, such that the variance of the diagonal matrix elements is twice that of the off-diagonal matrix elements.
- Gaussian Symplectic Ensemble (GSE) : If the Hamiltonian is invariant under an antiunitary transformation $T$ such that $T^{2}=-1$, and $H$ has no other symmetries, then a basis may be constructed consisting of pairs, $|m\rangle \neq T|m\rangle=\left|m^{\prime}\right\rangle$. Consider the $2 \times 2$ block of corresponding to two such pairs,

$$
\left(\begin{array}{cc}
\langle l| H|m\rangle & \langle l| H|T m\rangle \\
\langle T l| H|m\rangle & \langle T l| H|T m\rangle
\end{array}\right)
$$

Invariance under $T$ implies that each such block can be parameterized with real quaternions. The subgroup of $U(N)$ that preserves this parametrization is a representation of the symplectic group, and the corresponding Hermitian matrix ensemble consists of independent Gaussian random real quaternions [48].

Typically, the nearest neighbor level spacing distribution $P_{1}(s) d s$ is employed in numerical studies, however alternative measures such as the rigidity [38] or the variance of the number of rescaled energy levels in a given window are also used.

For each matrix ensemble the unfolded nearest neighbor level spacing distribution is distinct:

$$
\begin{align*}
G O E & : p(s) d s=\frac{\pi s}{2} e^{\frac{-\pi s^{2}}{4}}  \tag{5.2}\\
G U E & : p(s) d s=\frac{32 s^{2}}{\pi^{2}} e^{\frac{-s^{2} 4}{\pi}}  \tag{5.3}\\
G S U & : \quad p(s) d s=\frac{21^{8} s^{4}}{3^{6} \pi^{3}} e^{\frac{-64 s^{2}}{9 \pi}} \tag{5.4}
\end{align*}
$$

Random matrix predictions are only expected to hold on an energy scale that is much smaller
than the scale at which the smoothed density of states varies. If one lets $\hbar \rightarrow 0$, then the density of states in any energy window becomes infinite, and arbitrarily large rescaled energy widths are expected to conform to random matrix distributions.

### 5.2 Eigenvector Statistics

There are similar conjectures for the matrix elements $\langle\alpha| A(p, q)|\beta\rangle$ of a well-behaved observable $A$ with respect to the the eigenvectors $\{|\alpha\rangle\}$ of $H(\hat{p}, \hat{q})$. The first is that the average diagonal matrix element $\langle\alpha| A|\alpha\rangle$ over any finite energy window converges to the classical microcanonical average of the corresponding observable in the semiclassical limit, that is,

$$
\lim _{\epsilon \rightarrow 0} \lim _{E \rightarrow \infty}\left[\frac{1}{N(E, \epsilon)} \sum_{\alpha: E<E_{\alpha}<E+\epsilon}\langle\alpha| A|\alpha\rangle\right]=\frac{\int d p d q A(p, q) \delta(E-H(p, q))}{\hbar^{d} s_{C L}(E)},
$$

where $N(E, \epsilon)=\int_{E}^{E+\epsilon} d E s(E)$, where $s(E)$ denotes as before the density of states, and $s_{C L}(E)=$ $\int d p d q \delta(E-H(p, q))$ is the classical density of states. This conjecture is referred to as the local Weyl law [56, 57].

It was conjectured by Feingold and Peres [58] that the "empirical" variance of off-diagonal matrix elements $\langle\alpha| A|\beta\rangle$ is determined by the frequency component of the classical auto-correlation function corresponding to the energy difference, $\omega=\left(E_{\alpha}-E_{\beta}\right) / \hbar$. The empirical variance may be defined as follows:

$$
\begin{equation*}
\left.\left.v\left(E, \omega ; \epsilon_{1}, \epsilon_{2}\right) \equiv\left[\frac{1}{N\left(E, \epsilon_{1}\right) N\left(E+\hbar \omega, \epsilon_{2}\right)} \sum_{\substack{E<E_{\alpha}<E+\epsilon_{1} \\ \hbar \omega<E_{\alpha}-E_{\beta}<\hbar \omega+\epsilon_{2}}}|\langle\alpha| A| \beta\right\rangle\right|^{2}\right] \tag{5.5}
\end{equation*}
$$

In the high energy limit this is given by the Fourier transform of the classical auto-correlation function, that is,

$$
\lim _{\epsilon_{1}, \epsilon_{2} \rightarrow 0} \lim _{E \rightarrow \infty} v\left(E, \omega ; \epsilon_{1}, \epsilon_{2}\right)=\frac{\tilde{C}_{A}(\omega)}{\hbar^{d} s_{C L}(E)},
$$

where

$$
\tilde{C}_{A}(\omega)=\int_{-\infty}^{\infty} C_{A}(\tau) e^{i \omega \tau} d \tau
$$

and

$$
C_{A}(\tau)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} A(q(t), p(t)) A(q(t+\tau), p(t+\tau)) d t
$$

for any classical ergodic trajectory $(q(t), p(t))$. Feingold and Peres furthermore conjectured that the empirical variance of diagonal matrix elements,

$$
v_{D}(E)=\frac{1}{N(E, \epsilon)} \sum_{E<E_{\alpha}<E+\epsilon}(\langle\alpha| A|\alpha\rangle-\overline{\langle\alpha| A|\alpha\rangle})^{2},
$$

is proportional to the off-diagonal variance as the energy difference goes to zero by a factor $c$ depending on the symmetry class of the Hamiltonian,

$$
v_{D}(E)=c \frac{\tilde{C}_{A}(0)}{\hbar^{d} s_{C L}(E)}
$$

There is significant numerical support for the above conjectures [59]. It has been proved in [60], that for chaotic quantum billiards, the diagonal variance for well-behaved observables, goes to zero in the high energy limit, for all but a subsequence of eigenstates of measure zero. This result is known as the quantum ergodicity theorem.

Beyond the constraints on the averages of the diagonal matrix elements, and empirical variances of off-diagonal matrix elements, it is also conjectured [58] that the distribution of matrix elements is Gaussian in the high energy limit. This is related to the conjecture by Berry [61] that the eigenstates for chaotic billiards may be described by "random plane waves" of fixed wavevector, and is equivalent to the idea presented in [63] that the high energy eigenstates of systems with a chaotic classical limit ought to be as random as possible subject to prior constraints.

### 5.3 Integrability and Chaos in Quantum Many-Body Systems

It is not possible to directly borrow the notion of classical integrability and apply it to quantum systems with a finite dimensional Hilbert space. One may be tempted to define integrability for such systems as the existence of as many independent integrals of motion $I_{i}$ that commute with
each other $\left[I_{i}, I_{j}\right]=0$ and with the Hamiltonian $\left[H, I_{i}\right]=0$, as degrees of freedom. The first problem with this definition is that for a quantum system with a finite dimensional Hilbert space, the number of degrees of freedom can be ambiguous, nor is it immediately clear in what sense the integrals of motion ought to be independent. One reasonable definition for independence of commuting obervables is that specifying the eigenvalue of one observable does not constrain the allowed eigenvalues for a observable that is independent of it. This notion is equivalent to algebraic independence. A set $\left\{I_{i}\right\}$ of commuting observables are algebraically independent if and only if there does not exist a function $f$ such that $f\left(I_{1}, \ldots, I_{n}\right)=0$ [64]. This definition implies that each observable $I_{i}$ is degenerate, and that the degenerate eigenspaces of any two observables do not coincide. Furthermore, if the number of distinct sets of joint eigenvalues of the $\left\{I_{i}\right\}$ is equal to the dimension of the Hilbert space, then the set $\left\{I_{i}\right\}$ can be used to define a basis of $\mathcal{H}$ and form a complete set of commuting observables. If each $I_{i}$ has exactly $d$ degenerate eigenspaces, and each of the eigenvalues is completely unconstrained by the eigenvalues of the others, then it follows that $\operatorname{dim}(\mathcal{H})=d^{n}$, and one may define a tensor product factorization, $\mathcal{H}=\mathcal{H}_{I}^{\otimes n}$ so that each $I_{i}$ acts on a separate factor space and may naturally be considered a degree of freedom equivalent to a subsystem [65]. The problem lies in the fact that for a fixed finite dimensional Hilbert space such observables always exist, unlike the case for classical systems, making a definition of quantum integrability that relies solely of the existence of such integrals of motions vacuous. The intuition regarding such integrals of motion still applies, if they may be determined without performing a full diagonalization of the Hamiltonian first. The existence of an efficient procedure, for specifying any particular eigenvector and eigenvalue, or the mathematical structure underlying such a procedure, plays roughly the same role for quantum many-body systems as the existence of a set of integrals of motion does in classical dynamics. Some examples of quantum integrable systems include those many-body Hamiltonians diagonalizable by Jordan-Wigner transformation [66, 67], generalized mean-field Hamiltonians efficiently diagonalizable by algebraic techniques, as well as those models diagonalizable by Bethe Ansatz or inverse scattering methods more generally. Though awaiting a fully rigorous definition, from an operational standpoint the existence of such simplifying mappings is the basic idea of quantum integrability.

As is the case for classical systems, no such simplifying structure is believes to exist for most
physically relevant quantum many-body Hamiltonians. For such non-integrable Hamiltonians, a complete description of a generic eigenvector and the corresponding eigenvalue requires an exponentially growing number of computational steps in terms of the the number of subsystems, although the extremal eigenvalues and eigenvectors may still be efficiently computable [68]. There is significant numerical and experimental evidence that the eigenvalues and eigenvectors of non-integrable many-body systems tend to display generic properties of random matrices and the use of random matrix methods has been applied extensively in nuclear physics [69, 70]. In the next chapters, a statistical description of high energy eigenvectors of non-integrable many-body systems will be constructed, and used to examine both properties of the eigenvectors such as entanglement content, and to understand some aspects of the dynamics generated by the Hamiltonian.

## Chapter 6

## Constraints on the Statistical

## Properties of Quantum Chaotic

## Many-Body Hamiltonians

In this chapter I shall focus on analyzing the statistical properties of the eigenvectors and eigenvalues of non-integrable many-body quantum Hamiltonians in the thermodynamic limit, whereby the number of subsystems $n \rightarrow \infty$. A method for determining the thermodynamic limit of the smoothed density of states, as well as the smoothed microcanonical expectation values and dynamical correlation functions for observables local to a fixed subsystem in the thermodynamic limit is presented. Building on earlier works [9, 71, 72, 73], the method employs an expansion in terms of a complete set of polynomials that are orthogonal with respect to the exact density of states. Notably, the limiting thermodynamic behavior of the above smoothed quantities is general for Hamiltonians consisting of two-body interactions between finite dimensional subsystems (qudits), irrespective of whether the Hamiltonian is integrable or not. The way in which the constraints are satisfied, however, will depend on whether the system is integrable. Specifically, strongly non-integrable Hamiltonians will tend to satisfy these constraints uniformly with respect to the appropriate measure and should be considered chaotic, whereas integrable Hamiltonians will not satisfy the constraints uniformly, in a
sense to be made more precise later.

### 6.1 Constrains from the Thermodynamic Limit

Let $H=\sum_{<i, j>9} h^{i j}$ be a Hamiltonian consisting of equivalent bi-local interaction terms $h^{i j}=h$ that act on pairs of $n$-elementary qudit subsystems, $S_{d}$, corresponding to neighboring vertices on an $r$-regular graph $\mathcal{G}$. A graph is $r$-regular if each vertex has $r$ edges, resulting in $n_{p}=\frac{n r}{2}$ pairs of vertices connected by edges. The Hamiltonian acts on the Hilbert space $\mathcal{H}=\otimes^{n} \mathcal{H}_{d}$ which is the tensor product of the local Hilbert spaces $\mathcal{H}_{d}$ associated to each elementary subsystem. The dimension $\mathcal{H}$ is $N=d^{n}$, where $d$ is the dimension of $\mathcal{H}_{d}$.

### 6.1.1 Density of states

The first property of $H$ we wish to be consider is the density of states in the thermodynamic limit. Let $\left\{E_{\alpha}\right\}$ be the spectrum of $H$ and let $s_{n}(E)=\frac{1}{N} \sum_{\alpha=1}^{N} \delta\left(E-E_{\alpha}\right)$ be the corresponding density of states, normalized to be a probability distribution.

Theorem. As $n \rightarrow \infty$, the density of states $s_{n}(E)$ converges weakly to a Gaussian distribution with variance $\sigma_{n}^{2}=\frac{n_{p} \operatorname{tr}\left(h^{2}\right)^{2}}{2}$. By weak convergence it is meant that for any interval $\left[E / \sigma_{n}, E / \sigma_{n}+\epsilon / \sigma_{n}\right]$, the integral $N(E, \epsilon) \equiv \int_{E}^{E+\epsilon} s_{n}(E)$ converges to a Gaussian,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \lim _{n \rightarrow \infty} N\left(E / \sigma_{n}, \epsilon / \sigma_{n}\right)=\frac{\epsilon / \sigma_{n}}{\sqrt{2 \pi} \sigma_{n}} e^{-\frac{E^{2}}{2 \sigma_{n}^{2}}} \tag{6.1}
\end{equation*}
$$

Proof I will proceed by showing that as $n \rightarrow \infty$ each moment $m_{k}$ of $s_{n}(E)$ converges to the corresponding moment of a Gaussian distribution. Each moment is given by the trace of the corresponding power of the Hamiltonian, that is,

$$
m_{k} \equiv \int E^{k} s_{n}(E) d E=\sum_{\alpha=1}^{N} E_{\alpha}^{k}=\frac{1}{N} \operatorname{tr}\left(H^{k}\right)
$$

The trace of $H^{k}$ may be evaluated by expanding $H^{k}$ in products of the bi-local terms $h^{i j}$ and taking the trace of each product. Let $\nu_{i}$ indicate an edge in $\mathcal{G}$ and let $\vec{\nu}$ be a $k$-length string of edges. Since each term, $h^{i j}$, in $H$ corresponds to an edge in $\mathcal{G}$, it follows that $\operatorname{tr}\left(H^{k}\right)=\sum_{\vec{\nu}} \operatorname{tr}\left(h^{\nu_{1}} \ldots h^{\nu_{k}}\right)$,
where the sum is over all $k$-length strings of the $n_{p}$ edges in $\mathcal{G}$. Each string, $\vec{\nu}$, may be partitioned into substrings $\left(\nu_{i_{1}} \ldots \nu_{i_{l}}\right), \ldots,\left(\nu_{j_{1}} \ldots \nu_{j_{p}}\right)$ such that the edges in each substring form disjoint connected subgraphs of $\mathcal{G}$. Since operators acting on different subsystems are algebraically independent, the trace of the operators labeled by a string factorizes into a product of traces of the operators labeled by the substrings, thus

$$
\operatorname{tr}\left(h^{\nu_{1}} \ldots h^{\nu_{k}}\right)=\operatorname{tr}\left(h^{\nu_{i_{1}}} \ldots h^{\nu_{i_{l}}}\right) \ldots \operatorname{tr}\left(h^{\nu_{j_{1}}} \ldots h^{\nu_{j_{p}}}\right) .
$$

There may be many distinct strings $\vec{\nu}$ which can be partitioned into the same sets of equivalent substrings. Two substrings are taken to be equivalent if there is a graph translation that maps one substring to another.

Let the even and odd moments be considered separately. For even $k$, the partitioning that results from the largest number of distinct strings consists of $k / 2$ substrings each containing exactly two copies of the same edge, with no two edges in different substrings sharing a vertex. For sufficiently large $n_{p}$, the number of sets of $k / 2$ non-overlapping edges can be expressed as a polynomial in $n_{p}$ whose leading order term is $\frac{n_{p}^{k / 2}}{k / 2}$. Since each edge occurs exactly twice in each string, there are $\frac{k!}{2^{k / 2}}$ distinct strings for each such set of edges. The trace for the product of terms labeled by each such string is $N\left(\frac{\operatorname{tr}\left(h^{2}\right)}{2}\right)^{k / 2}$. This yields a total contribution to $\operatorname{tr}\left(H^{k}\right)$ from this partitioning of

$$
N\left(\frac{n_{p} \operatorname{tr}\left(h^{2}\right)}{2}\right)^{k / 2} \frac{k!}{2^{k / 2}(k / 2)!}+\mathcal{O}\left(n_{p}^{k / 2-1}\right) .
$$

Since all other partitionings of $k$-length strings are of lower order in $n_{p}$, and since the number of distinct partitionings is fixed for sufficiently large $n_{p}$, the above contribution dominates as $n \rightarrow \infty$. For odd $k$, the partitioning with the largest leading order in $n_{p}$ consists of $\frac{k-3}{2}$ substrings containing exactly two copies of the same edge and one substring containing three edges. To leading order in $n_{p}$, there are $n_{p}^{k / 2-1}$ strings that result in this partitioning.

Thus, the $k$ th moment, $m_{k}$, of the density of states, $s_{n}(E)$, is given by

$$
m_{k}=\frac{1}{N} \operatorname{tr}\left(H^{k}\right)=\left\{\begin{array}{ccc}
\sigma_{n}^{k} \frac{k!}{2^{k / 2(k / 2)!}}+\mathcal{O}\left(n_{p}^{k / 2-1}\right), & k & \text { even } \\
0+\mathcal{O}\left(n_{p}^{(k-3) / 2}\right), & k & \text { odd }
\end{array}\right.
$$

where $\sigma_{n}^{2}=\frac{n_{p} \operatorname{tr}\left(h^{2}\right)}{2}$. To leading order in $n$ these are precisely the moments of a Gaussian distribution with standard deviation $\sigma_{n}$. This is sufficient to prove weak convergence

### 6.1.2 Microcanonical expectation values

Let $A$ be an observable local to a subsystem $S$ consisting of a fixed number $m$ of elementary subsystems in the thermodynamic limit. Let the function $A_{n}\left(\left\{E_{\alpha}\right\}\right) \equiv\langle\alpha| A|\alpha\rangle$ map the spectrum $\left\{E_{\alpha}\right\}$ to the diagonal matrix elements with respect to the corresponding eigenstates $\{|\alpha\rangle\}$ of $H$. In the following, I provide a method for determining the smoothed function $A(E)$ to which $A_{n}\left(\left\{E_{\alpha}\right\}\right)$ converges weakly in the thermodynamic limit. That is, I determine

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \lim _{n \rightarrow \infty} \sum_{\tilde{E}<E_{\alpha} / \sigma_{n}^{2}<\tilde{E}+\epsilon}\langle\alpha| A|\alpha\rangle=A(\tilde{E}), \tag{6.2}
\end{equation*}
$$

where $\tilde{E} \equiv E / \sigma_{n}^{2} \sim E / n$ is a rescaled intensive energy variable proportional to the average energy per subsystem. The goal is to construct a power series expansion,

$$
\begin{equation*}
A(\tilde{E})=\sum_{k=0}^{\infty} d_{k} \tilde{E}^{k} \tag{6.3}
\end{equation*}
$$

in terms of $\tilde{E}$. The method proceeds by constructing a $1 / n$ expansion for each $d_{k}$,

$$
d_{k}=\sum_{p=0}^{\infty} \frac{d_{k, p}}{n^{p}}
$$

and by retaining only the leading order term in the thermodynamic limit.
$H$ is assumed at this point to be non-degenerate so that the set of powers $H^{k}$ for $k=0$ to $N-1$ are linearly independent, and span the associative algebra of linear operators that commute with $H$, denoted here $\mathcal{H}_{C}$. Let

$$
A_{D} \equiv \sum_{\alpha=1}^{N}\langle\alpha| A|\alpha\rangle|\alpha\rangle\langle\alpha|
$$

be the projection of $A$ onto $\mathcal{H}_{C}$. It follows that one may expand

$$
\begin{equation*}
A_{D}=\sum_{k=0}^{N-1} d_{k} \tilde{H}^{k} \tag{6.4}
\end{equation*}
$$

where $\tilde{H}=H / \sigma_{n}^{2}$. If for each $k, d_{k}$ converges as $n \rightarrow \infty$, then it follows that $A_{n}\left(\left\{\tilde{E}_{\alpha}\right\}\right)$ converges weakly to $A(\tilde{E})$ in the thermodynamic limit. In order to determine the coefficients, $\left\{d_{k}\right\}$, an orthonormal basis of operators spanning $\mathcal{H}_{C}$ is required. Such a basis may be obtained by starting with the linearly independent set, $\left(H^{0}, H \ldots, H^{N-1}\right)$, and performing Gram-Schmidt orthogonalization to obtain a new set of operators, $\left\{G_{k}\right\}$, such that $\operatorname{tr}\left(G_{k} G_{k^{\prime}}\right)=\delta_{k k^{\prime}}$. The resulting operators may be expressed in terms of the moments, $m_{k}$, of $H^{k}$ as the following Vandermonde determinant:

$$
G_{k}=\operatorname{det}\left(\begin{array}{cccc}
m_{0} & m_{1} & \cdots & m_{k} \\
m_{1} & m_{2} & \cdots & m_{k+1} \\
\vdots & \vdots & \vdots & \vdots \\
1 & H & \cdots & H^{k}
\end{array}\right)
$$

It follows that $\operatorname{tr}\left(H^{k^{\prime}} G_{k}\right)=0$ if $k^{\prime}<k$ since two of the rows in the determinant will then be the same. Since $G_{k^{\prime}}$ has components only along $H^{0}$ to $H^{k^{\prime}}$ it follows that $\operatorname{tr}\left(G_{k} G_{k^{\prime}}\right)=0$ if $k \neq k^{\prime}$. The operators $G_{k}$ may be considered orthogonal polynomials in the continuous parameter $E$ with respect to the density of states, $s_{n}(E)$, that is,

$$
\operatorname{tr}\left(G_{k} G_{k^{\prime}}\right)=\int d E G_{k}(E) G_{k^{\prime}}(E) s_{n}(E)=\delta_{k k^{\prime}}
$$

In terms of the $G_{k}, A_{D}$ may now be expanded as

$$
\begin{equation*}
A_{D}=\sum_{k=0}^{N-1} c_{k} G_{k} \tag{6.5}
\end{equation*}
$$

where $c_{k}=\operatorname{tr}\left(G_{k} A\right)$. The goal now is to obtain the coefficients $\left\{d_{k}\right\}$ entering Eq.(6.3) in terms of the $\left\{c_{k}\right\}$.

We begin with an examination of the coefficients $c_{k}=\operatorname{tr}\left(G_{k} A\right)$ for an observable $A$ local to a subsystem $S$, as $n \rightarrow \infty$. The first thing to note is that since, since $s_{n}(E)$ converges to a Gaussian
with variance $\sim \sqrt{n_{p}}$, as $n \rightarrow \infty$, each polynomial $\left\{G_{k}\right\}$ converges to the corresponding Hermite polynomial. That is, each $G_{k}$ may be expressed, $\left.G_{k}=\sum_{l=0}^{k}\left(a_{l}^{k}+\mathcal{O}\left(n_{p}\right)^{-1}\right) \frac{E}{(\sqrt{n}}\right)^{k} / 2$ where $\left\{a_{l}^{k}\right\}$ are the exact coefficients describing Hermite polynomials. The goal now is to show that to leading order in $n_{p}, c_{k}=c_{k}^{1} / n_{p}^{k / 2}+\mathcal{O}\left(n_{p}^{k / 2-1}\right)$. Then when substituted into Eq. 6.5 , the only term that does not go to zero as $n \rightarrow \infty$ with $\tilde{E} \sim E / n_{p}$ held fixed is highest order therm (of power $E^{k}$ ) in each $G_{k}$. And from the combinatorial and normalization properties of Hermite polynomials it follows that,

$$
\begin{equation*}
A_{D}=\sum_{k=1}^{\infty} \frac{c_{k}^{1}}{k!} \tilde{E}^{k} \tag{6.6}
\end{equation*}
$$

The method of expanding smoothed expectation values for non-integrable many-body systems in terms of such orthogonal polynomials was developed by French and co-authors in [9, 71, 72]. This method has been applied extensively to nuclear shell model calculations for strength functions (offdiagonal variances here), and to ensemble averages of embedded random matrix ensembles (EGOE), which consist of randomly selected two-body interactions between fermions. To our knowledge, however, this method has not been applied to determining the thermodynamic limit for a Hamiltonian with a fixed lattice and interaction form.

### 6.1.3 Correlation functions

Next, I will show how weak constraints on correlations between off-diagonal matrix elements of local observables can be constructed analogous to those for the diagonal matrix elements by means of an appropriate expansion of dynamical correlation functions between arbitrary local observables in frequency space. The method begins by expanding $A_{t} \equiv e^{i H t} A e^{-i H t}$ using the Baker-Hausdorff Lemma,

$$
A_{t}=\sum_{l=0}^{\infty} \frac{(i t)^{l}}{l!}[H, A]_{l}, \quad[A, B]_{l} \equiv[A,[A,[\ldots[A, B] \ldots]]] .
$$

Now let $A_{\omega}=\int_{0}^{\infty} A_{t} e^{-i w t} d t$. Then, it follows that,

$$
\frac{d^{l}}{d t^{l}} A_{t}=\int_{-\infty}^{\infty}(-i \omega)^{l} A_{\omega} e^{-i \omega t} d \omega
$$

In conjunction with Eq.(6.7) this yields,

$$
[H, A]_{l}=\left[\frac{d^{l}}{d t^{l}} A_{t}\right]_{t=0}=\int_{-\infty}^{\infty} \omega^{l} A_{\omega} d \omega .
$$

For two observables $A$ and $B$ local to a subsystem $S$, let the correlation function at energy $\tilde{E}$ be defined as

$$
C_{A B}(\tilde{E}, \epsilon, t) \equiv \frac{1}{N(\tilde{E}, \epsilon)} \operatorname{tr}\left(\Pi(\tilde{E}, \epsilon) B A_{t}\right)
$$

where $\Pi(\tilde{E}, \epsilon)$ is the projector onto the subspace $W(\tilde{E}, \epsilon)$ spanned by energy eigenstates, $|\alpha\rangle$, such that $\tilde{E}<E_{\alpha} / \sigma_{n}^{2}<\tilde{E}+\epsilon$. By a generalization of the Wiener-Khinchin theorem [74] to crosscorrelations, the corresponding power spectrum is given by the Fourier transform of the correlation function,

$$
\begin{equation*}
\tilde{C}_{A B}(\tilde{E}, \epsilon, \omega)=\int_{0}^{\infty} C_{A B}(\tilde{E}, t, \epsilon) e^{i \omega t} d t=\frac{1}{N(\tilde{E}, \epsilon)} \operatorname{tr}\left(\Pi(\tilde{E}, \epsilon) B A_{\omega}\right) \tag{6.7}
\end{equation*}
$$

Thus, the $l$-th moment $\Omega_{A B}^{l}(\tilde{E}, \epsilon)$ of $\tilde{C}_{A B}(\tilde{E}, \epsilon, \omega)$ is given by

$$
\begin{equation*}
\Omega_{A B}^{l}(\tilde{E}, \epsilon) \equiv \int_{-\infty}^{\infty} \omega^{l} \tilde{C}_{A B}(\tilde{E}, \epsilon, \omega) d \omega=\frac{1}{N(\tilde{E}, \epsilon)} \operatorname{tr}\left(\Pi(\tilde{E}, \epsilon) B[H, A]_{l}\right) \tag{6.8}
\end{equation*}
$$

Since $B[H, A]_{l}$ is a local operator, its projection onto the commutant $\mathcal{H}_{C}$ may be expanded in the thermodynamic limit as

$$
B[H, A]_{l}=\sum_{k=1}^{\infty} c_{k}^{l} G_{k}
$$

In conjunction with Eq. (6.8), this results in the following expansion for each moment:

$$
\begin{equation*}
\Omega_{A B}^{l}(\tilde{E})=\sum_{k} \frac{d_{k}^{l}}{k!} \tilde{E}^{k} \tag{6.9}
\end{equation*}
$$

The set of all moments $\Omega_{A B}^{l}(\tilde{E})$ are a weak constraint on the function $\tilde{C}_{A B}(\tilde{E}, \epsilon, \omega)$.
The set of all spectral correlation functions $C_{A B}(\tilde{E}, \epsilon, t)$ for operators local to a subsystem $S$ is equivalent to the evolution operator $\Lambda_{S}(\rho, t)=\operatorname{tr}_{S}\left(U_{t} \rho U_{t}^{\dagger}\right)$ reduced to $S$. Thus, the weak constraints on the set $\left\{\tilde{C}_{A B}(\tilde{E}, \epsilon, \omega)\right\}$ in the thermodynamic limit induce a smoothing on $\Lambda_{S}(\rho, \omega)=$ $\int_{0}^{\infty} d t \Lambda_{S}(\rho, t) e^{-i w t}$. Consider the family $\left\{\Lambda_{S_{i}}(\rho, \omega)\right\}$ of smoothed propagators for a sequence of sub-
systems $S_{i}$ such that $S_{i} \subset S_{i+1}$. Then, if there exists a set of eigenvalues of $\Lambda_{S_{i}}$ and corresponding eigenvectors that converge as $i \rightarrow \infty$, this defines a quantum many-body Frobenius-Perron operator with each eigenvalue labeling a "Ruelle-Pollicott" resonance, as introduced in [75] for many-body systems without a classical analogue. The gap $\Delta$ between the largest such eigenvalue with magnitude less than 1 and the unit eigenvalue corresponding to the equilibrium density matrix yields the asymptotic (long-time) relaxation rate of the system to equilibrium. The corresponding relaxation time, referred to as the Thouless time [76], is given by $t_{T h}=\frac{1}{\ln (1-\Delta)}$.

The constraints on the correlation functions may also be expressed in terms of empirical covariances of the corresponding matrix elements. Since the following relations hold,

$$
\begin{gather*}
C_{A B}(\tilde{E}, \epsilon, t)=\frac{1}{N(\tilde{E}, \epsilon)} \sum_{E_{\alpha} \in W(\tilde{E}, \epsilon), E_{\beta}}\langle\alpha| A|\beta\rangle\langle\beta| B|\alpha\rangle e^{-i\left(E_{\alpha}-E_{\beta}\right) t},  \tag{6.10}\\
\tilde{C}_{A B}(\tilde{E}, \epsilon, \omega)=\lim _{\delta \omega \rightarrow 0} \lim _{n \rightarrow \infty} \frac{1}{N(\tilde{E}, \epsilon)} \sum_{\substack{E_{\alpha} \in W(\tilde{E}, \epsilon) \\
\omega<E_{\alpha}-E_{\beta}<\omega+\delta \omega}}\langle\alpha| A|\beta\rangle\langle\beta| B|\alpha\rangle, \tag{6.11}
\end{gather*}
$$

this implies a weak constraint on the empirical covariance above for matrix elements of $A$ and $B$ in the eigenbasis of $H$. It is useful to analyze the constraints on the auto-correlation function (where $A=B$ ) through an empirical variance, $v_{n}(E, \epsilon, \omega, \delta \omega)$, defined as follows (cf Eq.5.5):

$$
\begin{equation*}
\left.v_{n}(E, \epsilon, \omega, \delta \omega) \equiv\left[\frac{1}{N(E, \epsilon) N(E+\omega, \delta \omega)} \sum_{\substack{E<E_{\alpha}<E+\epsilon \\ \omega<E_{\alpha}-E_{\beta}<\omega+\delta \omega}}|\langle\alpha| A| \beta\right\rangle-\left.\delta_{\alpha \beta} A(E)\right|^{2}\right] \tag{6.12}
\end{equation*}
$$

The sum of the squared moduli of the off-diagonal matrix elements between an energy eigenstate $|\alpha\rangle$ and all other energy eigenstates is given by the corresponding diagonal matrix element of $A^{2}$,

$$
\left(A^{2}\right)_{\alpha \alpha}=A_{\alpha \alpha}^{2}+\sum_{\beta \neq \alpha}\left|A_{\alpha \beta}\right|^{2}
$$

Since $A$ is local to a fixed subsystem $S$, the energy width over which the off-diagonal matrix elements are non-zero is constant in the thermodynamic limit, reflecting the fact that a local observable may
only alter the energy contribution from the projection of $H$ onto $S$. Since in the thermodynamic limit, $A(\tilde{E})$ and $A^{2}(\tilde{E})$ converge with respect to $\tilde{E} \sim E / n$, it follows that if the empirical variance converges, then it is given by a representation of the delta function $n f\left(\tilde{E},\left(\tilde{E}^{\prime}-\tilde{E}\right) n\right)$ along the diagonal, that is,

$$
\begin{equation*}
v_{n}(\tilde{E}, \omega) \rightarrow \frac{n f(\tilde{E}, \omega)}{s\left(\tilde{E}+\omega / \sigma_{n}^{2}\right)}\left[A^{2}(\tilde{E})-A(\tilde{E})^{2}\right] . \tag{6.13}
\end{equation*}
$$

where $\omega=E-E^{\prime}$. If the decay of the autocorrelation function $C_{A A}(\tilde{E}, t) \sim e^{-\Gamma t}$ is exponential, the corresponding envelope function $f(\tilde{E}, \omega)$ is characterized by a Lorentzian peak with linewidth $\Gamma$.

### 6.1.4 Concentration of measure and quantum ergodicity

As shown above, the thermodynamic limit imposes weak constraints on the eigenvectors and eigenvalues of arbitrary many-body Hamiltonians. That is, the constraints are required to hold only for averages over finite energy windows. Remarkably, these constraints do not depend on whether $H$ is integrable, rather we will argue that the way in which the constraints are satisfied distinguishes whether the system is integrable, partially integrable, or fully chaotic. There are three possibilities for how the constraints on the diagonal matrix elements may be satisfied.

### 6.1.4.1 Weak convergence only

For an example where only weak convergence occurs, consider the Ising Hamiltonian, $H=\sum_{<i, j>\mathcal{G}} \sigma_{z}^{i} \sigma_{z}^{j}$ for nearest neighbors on a regular lattice $\mathcal{G}$. This Hamiltonian is trivially integrable since each of the interaction terms commute. The eigenbasis is given by the computational basis. The expectation values for any interaction term with respect the energy eigenstates can take on only two values, $\langle\alpha| \sigma_{z}^{i} \sigma_{z}^{j}|\alpha\rangle= \pm 1$, yet the weak constraint is given by $\sigma_{z}^{i} \sigma_{z}^{j}(\tilde{E})=\tilde{E}$. Thus, it is obvious that the diagonal matrix elements only converge in a weak sense.

### 6.1.4.2 Strong convergence only

The convergence will be said to be strong, if for all local observables, $A$, and all $\epsilon^{\prime}$ there exists a $\delta \omega$ such that

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} \sup \frac{1}{N(\tilde{E}, \epsilon)} \sum_{\substack{E_{\alpha}, E_{\beta} \in W(\tilde{E}, \epsilon) \\\left|E_{\alpha}-E_{\beta}-\omega\right|<\delta \omega}}|\langle\alpha| A| \beta\right\rangle\left.\right|^{2}<\epsilon^{\prime} \tag{6.14}
\end{equation*}
$$

That is, the diagonal and off-diagonal matrix elements converge strongly if the fluctuations around the mean of zero for off-diagonal matrix elements and $A(\tilde{E})$ for diagonal matrix elements vanish in the thermodynamic limit. Strong convergence has the important consequence of weak dynamical mixing [56]. That is, since the diagonal matrix elements converge strongly in the thermodynamic limit, then for any initial state the time average is given by the microcanonical average $A(\tilde{E})$ [46], and since the off-diagonal matrix elements go to zero, the fluctuations around the microcanonical value must also, vanish. It is important to note that a system may be integrable yet still have strongly converging matrix elements, though as shown in Ch. 7 for integrable systems the convergence tends to be slow and the fluctuations may be specific to the system Hamiltonian.

### 6.1.4.3 Strong convergence with universal fluctuations

The strongest form of convergence for matrix elements in the thermodynamic limit is given by universal scaling laws that are related to random matrix ensembles. This case may be summarized by the statement that the eigenvectors are as random as possible subject to all prior constraints. This intuition, applied in $[61,63,77]$, underlies the application of random matrix theory to quantum chaos. If the matrix elements are uniformly distributed subject to the constraints on their mean and variance, then the empirical distribution will be approximately Gaussian in the thermodynamic limit. The probability that any matrix element is much larger than the corresponding variance falls exponentially. Thus almost every matrix element deviates from its mean value by no more than $1 / s_{n}(\tilde{E}) \sim 1 / 2^{n}$ for many body systems. This is a manifestation of the phenomenon of concentration of measure, whereby for vectors selected uniformly with respect to the Haar measure from a large dimensional Hilbert space, the fluctuations from the mean can be tightly bounded for well-behaved functions [78, 79]. When a Hamiltonian satisfies the thermodynamic constraints
uniformly at random, well-behaved functionals of the eigenstates are satisfied with high probability due to concentration of measure. Thus, even though arbitrary eigenstates of a many-body quantum system are intractably complicated, requiring an exponentially growing number of parameters in $n$ in order to specify, all of the stable information about the structure of the eigenstates is contained in either the thermodynamic constraints, which in the neighborhood of $\tilde{E}=0$ are analytically tractable, or in the fluctuations around those constraints, which if uniform become highly predictable the larger the dimension of the system Hilbert space. In the following chapter, a numerical example will be used to demonstrate the above conjectures and results.

## Chapter 7

## XX Model on Random Graphs

### 7.1 Model Hamiltonian

In this chapter a simple model many-body Hamiltonian is investigated numerically to illustrate the analytical results and conjectures presented in Ch.6. The model system consists of nearest neighbor interactions between $n$ two-state subsystems (qubits) each located at the vertex of an $n$-vertex graph G. Let $H=\sum_{<i, j>\mathcal{G}} h^{i j}$, where $h^{i j}=\sigma_{x}^{i} \sigma_{x}^{j}+\sigma_{y}^{i} \sigma_{y}^{j}$ is the so-called hopping (or flip-flop) operator, and let $\mathcal{G}$ be a 3 -regular random graph. A natural basis for the $n$-qubit Hilbert space $\mathcal{H}$ is given by the joint eigenstates of a complete set of independent local operators $\left\{\sigma_{z}^{i}\right\}$. This basis can be labeled by strings of 1's and 0's, indicating the eigenvalue for each $\sigma_{z}^{i}$ operator by, $\sigma_{z}^{i}|0\rangle=|0\rangle$ and $\sigma_{z}^{i}|1\rangle=-|1\rangle$ and will be referred to as the computational basis. In the computational basis, the hopping operator acts as follows:

$$
\begin{equation*}
h|01\rangle=|10\rangle, \quad h|10\rangle=|01\rangle, \quad h|00\rangle=0, \quad h|11\rangle=0 \tag{7.1}
\end{equation*}
$$

The 3-regular random graph $\mathcal{G}$ is constructed by selecting edges uniformly at random until each vertex has exactly 3 edges, yielding $3 n / 2$ edges total. Because 3 is odd, 3-regular graphs can only be constructed for even numbers of vertices. An example of a 3-regular random graph for $n=14$ qubits is shown in Fig. 7.1.


Figure 7.1: Schematic representation of a 3-regular random graph for $n=14$.

### 7.1.1 Symmetries

Since the action of the hopping term $h$ does not change the number of 1 's and 0 's in a computational basis state, it follows that $H$ commutes with the operator $S_{z}=\sum_{i}^{n} \sigma_{z}^{i}$. Additionally, $H$ is invariant under the discrete symmetry, $\sigma_{x}^{\otimes n}$, which maps $|0\rangle \rightarrow|1\rangle$ and $|1\rangle \rightarrow|0\rangle$ for each qubit. However, since this mapping connects states belonging to different $S_{z}$ eigenspaces, it does not introduce new invariant subspaces, except in the central subspace labeled by $S_{z}=0$ when $n$ is even. One may project the Hamiltonian into each invariant subspace of $S_{z}$, and construct weak constraints for the density of states and matrix elements for each projection. Although the average over all of the weak constraints for each of the projected Hamiltonians is equivalent to the weak constraints on the full Hamiltonian, the constraints for any particular subspace may differ substantially. However, for subspaces that are asymptotically half full, that is, $S_{z} / n \rightarrow 0$ as $n \rightarrow \infty$, the subspace constraints do not differ from the constraints for the full Hamiltonian in the thermodynamic limit, since half filling is indistinguishable from having no constraint on the number of 1's or 0's for any fixed subsystem $S$ in the thermodynamic limit.

Because the lattice is random, $H$ is not invariant under any symmetries arising from lattice geometry, whereas for example a Bravais lattice can be invariant under multiple independent lattice
transformations which define crystal momentum under closed boundary conditions and parity under open boundary conditions. A randomly generated lattice is unlikely to possess any such symmetries. Since in the standard basis described, the matrix elements of $H$ are real, it follows that $H$ belongs to the GOE universality class, since this basis can be defined without reference to the detailed structure of the eigenvectors of $H$. The subspace with $S_{z}=1$ will be chosen for detailed examination in what follows.


Figure 7.2: Smoothed density of states $s_{n}(E)$ for $n=10,12,14,16$ for the subspace with $S_{z}=1$.


Figure 7.3: Empirical energy level spacing distribution $P_{1}(s) \delta s$ for the interval $-2<E_{\alpha}<2$ for $n=10$ (top left), $n=12$ (top right), $n=14$ (bottom left) and $n=16$ (bottom right).

### 7.2 Eigenvalue Properties

In Fig. 7.2 the density of states $s_{n}(E)=\frac{1}{N} \sum_{\alpha=1}^{N} \delta\left(E-E_{\alpha}\right)$ for $n=10,12,14,16$ has been smoothed by counting how many eigenvalues fall into a set of intervals. Significant convergence to the predicted Gaussian is apparent for this range of $n$. In Fig.7.3 the nearest neighbor level spacing distribution, $P_{1}(s) d s$, is shown for the eigenvalues in an interval $-2<E_{\alpha}<2$. Convergence to the Wigner-Dyson distribution, $P_{1}(s) d s=\frac{\pi s}{2} e^{\frac{-\pi s^{2}}{4}}$ is equally fast. However, for segments of the energy spectrum that are far from the center, $P_{1}(s) d s$ deviates increasingly from random matrix theory, becoming approximately Poissonian at the extremes. It is an interesting question whether in the thermodynamic limit the border between chaos in the energy spectrum is sharp or soft.

### 7.3 Eigenvector Properties



Figure 7.4: Diagonal matrix elements $\langle\alpha| h^{12}|\alpha\rangle$ for the interaction term between neighboring vertices 1 and 2 in $\mathcal{G}$ as a function of rescaled energy eigenvalues $\left\{E_{\alpha} / n\right\}$ with for $n=10,12,14$, and 16 .

Consider the interaction term $h^{12}$ between the neighboring vertices 1 and 2 in $\mathcal{G}$. Since a regular random graph is homogenous in the thermodynamic limit, in the sense of no point in the lattice being favored over another, and since $\sum_{<i, j>\in \mathcal{G}}\langle\alpha| h^{i j}|\alpha\rangle=E_{\alpha}$, it follows that in the thermodynamic limit the expression for $\overline{\langle\alpha| h^{12}|\alpha\rangle} \equiv h^{12}(\tilde{E})$ is given by $h^{12}(\tilde{E})=\frac{E}{\sigma_{n}^{2}}=\tilde{E}$. The diagonal matrix elements $\langle\alpha| h^{12}|\alpha\rangle$ are plotted in Fig. 7.4 for $n=10,12,14,16$. Note that concentration around the thermodynamic constraint occurs for relatively small size system.

To quantify the rate at which concentration of the matrix element occurs, the fluctuations are averaged from $-2<E_{\alpha}<2$ for each $n$, in which region the diagonal variance, $v_{D}(\tilde{E})$, remains


Figure 7.5: Diagonal variance $v_{D}(0)$ at $\tilde{E}=0$ for an interaction term $h^{12}$ where 1 and 2 are neighboring vertices in $\mathcal{G}$ as a function of $n$. The inverse density of states $1 / s_{n}(0)$ evaluated at $\tilde{E}=0$ is also given for comparison.
approximately constant with $\tilde{E}$. The scaling of the fluctuations with respect to $n$ around the smoothed energy dependence is shown in Fig. 7.3. Note that the empirical variance of diagonal matrix elements scales inversely with the density of states, $s_{n}(\tilde{E})$, in agreement with the case of strong convergence with universal fluctuations described in Ch. 6.


Figure 7.6: Diagonal matrix elements $\langle\alpha| \sigma_{z}^{1} \sigma_{z}^{2}|\alpha\rangle$ where 1 and 2 are neighboring vertices in $\mathcal{G}$ as a function of rescaled energy eigenvalues $\left\{E_{\alpha} / n\right\}$ with $n=16$.

Next we consider are expectation values of a correlation term $\langle\alpha| \sigma_{z}^{1} \sigma_{z}^{2}|\alpha\rangle$ between two neighboring vertices on $\mathcal{G}$. Since $\operatorname{tr}\left(H \sigma_{z}^{1} \sigma_{z}^{2}\right)=0$, but $\operatorname{tr}\left(H^{2} \sigma_{z}^{1} \sigma_{z}^{2}\right) \neq 0$ for sufficiently small $\tilde{E}$ and large $n$, $\sigma_{z}^{1} \sigma_{z}^{2}(\tilde{E}) \sim \tilde{E}^{2}$. The quadratic behavior is accurately predicted by the coefficient in the thermody-
namic limit as shown in Fig. 7.6.


Figure 7.7: Diagonal matrix elements $\langle\alpha| \sigma_{z}^{1}|\alpha\rangle$ of a single-qubit $\sigma_{z}$ operator on vertex 1 of $\mathcal{G}$ as a function of rescaled energy eigenvalues $\left\{E_{\alpha} / n\right\}$ with $n=14$.

For sufficiently large $n, \operatorname{tr}\left(H^{k} \sigma_{z}^{i}\right)=0 \forall k$. Thus, the thermodynamic expression is given by $\sigma_{z}^{1}(\tilde{E})=0$. One expects $\langle\alpha| \sigma_{z}^{1}|\alpha\rangle$ to be dominated by random fluctuations, as can be seen in Fig. 7.7. Since $\sigma_{z}^{2}=I$, it follows that $\sigma_{z}^{2}(\tilde{E})=1$, and thus the strength of the fluctuations as a function of $\tilde{E}$ is determined solely by the density of states.


Figure 7.8: Left: Diagonal matrix elements for the interaction term $h^{67}$ of the integrable 1D hopping Hamiltonian where $n=14$, Right: Diagonal variance $v_{D}(0)$ for $E=0$ for $n=10,12,14,18$.

For comparison the Hamiltonian $H=\sum_{i=1}^{n-1} h^{i i+1}$ is integrable by Jordan-Wigner transformation. The diagonal matrix elements for the interaction term $h^{67}$ for $n=14$ are shown in Fig. 7.8. Note


Figure 7.9: Envelope function $f(\tilde{E}, \omega)$ evaluated at $\tilde{E}=0$ for the empirical variance of off-diagonal matrix elements $\langle\alpha| h^{12}|\beta\rangle$ of the interaction term $h^{12}$ between a pair of neighboring vertices on $\mathcal{G}$ with $n=14$.


Figure 7.10: Envelope function $f(\tilde{E}, \omega)$ evaluated at $\tilde{E}=0$ for the empirical variance of off-diagonal matrix elements $\langle\alpha| \sigma_{z}^{1}|\beta\rangle$ single-qubit $\sigma_{z}$ operator on site 1 with $n=14$.
that compared to the non-integrable hopping Hamiltonian on a random graph the diagonal matrix elements are far less concentrated. As indicated in the right panel of Fig. 7.8 the diagonal variance decreases with $n$ indicating strong convergence although the rate is slow.

The envelope function describing the empirical variance off-diagonal elements of $\sigma_{z}^{1}$, and $h^{12}$ are shown for $n=14$ in Fig. 7.10 and Fig. 7.9 respectively. For $h^{12}$ the shape of the envelope function is approximately Lorentzian, with a cut-off at the tails of the distribution. The envelope function for $\sigma_{z}^{1}$ has two approximate Lorentzian peaks each at an offset from $\tilde{E}-\tilde{E}^{\prime}=0$.

### 7.4 Entanglement of Chaotic Eigenstates



Figure 7.11: Local purity $\mathcal{P}_{1}$ of the eigenstates of $H$ as a function of energy eigenvalue with $\mathrm{n}=14$.


Figure 7.12: Bi-local $\mathcal{P}_{2}$ and 3-local $\mathcal{P}_{3}$ of the eigenstates of $H$ as a function of energy eigenvalue with $\mathrm{n}=14$.

We next examine the entanglement content of the eigenvectors of $H$. Entanglement is a purely quantum mechanical property and its role in quantum chaos and thermalization in an open area of investigation. Numerical results examining entanglement content of the eigenvectors of a many-body system with Heisenberg interactions across transitions from integrability to chaos are examined in [80, 81]. Here insight from orthogonal polynomial expansions for local observables with be employed to understand some general features of the entanglement of the eigenstates of chaotic Hamiltonians.

One simple approach to defining how entangled a quantum pure state is, is to ask how little information is available to local measurements, since entanglement should be understood as the information content of the state that is hidden on non-local correlations. Arguably, the simplest
entanglement measure for pure states of a many-body system is provided by the local purity [82, 83],

$$
\mathcal{P}_{1}(|\psi\rangle)=\frac{1}{n} \sum_{i=1}^{n} \sum_{\alpha=x, y, x}\langle\psi| \sigma_{\alpha}^{i}|\psi\rangle^{2} .
$$

This measure quantifies how much information is obtainable about the state $|\psi\rangle$ through knowledge of expectation values observables local to $n$ single-qubit subsystems. Because $H$ commutes with the $z$-component of the total spin $S_{z}$, it follows that, $\langle\alpha| \sigma_{x}^{i}|\alpha\rangle=\langle\alpha| \sigma_{y}^{i}|\alpha\rangle=0$ for all $i$. However, $\langle\alpha| \sigma_{z}^{i}|\alpha\rangle$ is not required to be zero, but $\operatorname{since} \operatorname{tr}\left(G_{k} \sigma_{z}^{i}\right)=0$ for all $k$ polynomial in $n$, it follows that the smooth energy dependence on $\sigma_{z}$ is a constant determined by the $S_{z}$ subspace. Thus, the local purity depends only on the size of the fluctuations around the smoothly varying energy dependence of $\langle\alpha| \sigma_{z}^{i}|\alpha\rangle$.

One may define an entanglement measure that is sensitive to how much information can be obtained by a courser decomposition of the system into subsystems, in this case subsystems consisting of neighboring pairs of qubits on $\mathcal{G}$. I shall refer to this measure as bi-local purity, defined as follows,

$$
\mathcal{P}_{2}(|\psi\rangle)=\frac{c_{2}}{n_{p}} \sum_{<i, j>} \sum_{\alpha, \beta=x, y, z}\langle\psi| \sigma_{\alpha}^{i} \sigma_{\beta}^{j}|\psi\rangle^{2}
$$

where $c_{2}$ is a normalization constant to insure that the maximum possible value of $\mathcal{P}_{2}$ is 1 . Since the bi-local purity contains the expectation values of the energy interaction terms, it shows a strong dependence on energy. The form of the dependence is quadratic to first order since $h^{i j}(E)=\frac{E}{n_{p}}$ is a linear dependence. One may continue in this way defining entanglement measures that probe information available to measurements on increasingly larger subsystems. Let the 3-local purity be defined as,

$$
\mathcal{P}_{3}(|\psi\rangle)=\frac{c_{3}}{n_{p}} \sum_{<i, j, k>} \sum_{\alpha, \beta, \gamma=x, y, z}\langle\psi| \sigma_{\alpha}^{i} \sigma_{\beta}^{j} \sigma_{\gamma}^{k}|\psi\rangle^{2}
$$

where $\langle i, j, k\rangle$ are sets of three consecutive vertices on $\mathcal{G}$. The lowest order in $H$ for which $\operatorname{tr}\left(H^{k} \sigma_{\beta}^{j} \sigma_{\gamma}^{k}\right) \neq 0$ is $k=2$, which generates an interaction term $h^{i k}$ and a density correlation $\sigma_{z}^{i} \sigma_{z}^{k}$ where vertices $i$ and $k$ are distance 2 away. Thus, to lowest order, $\mathcal{P}_{3}$ is given by a quartic polynomial in the thermodynamic limit. At the center of the spectrum, any traceless observable $A, A(0)=0$,
and so the average purity and the corresponding entanglement is completely determined by the fluctuations around the smoothed microcanonical expectation value. If the fluctuations are universal, then the the average entanglement of such eigenstates will be equal to those of random states with respect to the Haar measure.

### 7.5 Dynamics

The time evolution for some initial states is calculated for expectation values of $\left\langle\psi_{1}\right| h^{i j}(t)\left|\psi_{1}\right\rangle$ and $\left\langle\psi_{2}\right| \sigma_{z}^{i}(t)\left|\psi_{2}\right\rangle$ for a pairs $(i, j)$ of neighboring vertices with $n=14$ for both a 3-regular random graph which is chaotic for energies near the center of the spectrum, and a 2-regular open chain, which is integrable via Jordan-Wigner transformation. The time evolution is plotted in Fig. time.


Figure 7.13: Top: Time evolution for an interaction term $\langle h(t)\rangle$ for a random 3-regular graph and an 1D open chain with $n=14$. Bottom: Time evolution for $\left\langle\sigma_{z}(t)\right\rangle$.

Let $\left|\psi_{1}\right\rangle$ be a product of a Bell state $\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)$ with a computational basis state and let
$\left|\psi_{2}\right\rangle$ be a computational basis state.
For all cases there is an initial decay from a maximum value of the operator governed by the envelope function $f(\tilde{E}, \omega)$. For the $\sigma_{z}$ operators there is an oscillation consistent with the double peaked form of $f(\tilde{E}, \omega)$. For the chaotic systems the decay reaches a pronounced steady state which is close to the microcanonical value. For $h^{12}$ the predicted equilibrium value is $1 / 21=0.0476$, since for the initial state $\left\langle\psi_{1}\right| h^{12}\left|\psi_{1}\right\rangle=1$ and $\left\langle\psi_{1}\right| h^{i j}\left|\psi_{1}\right\rangle=0$ for all other neighboring vertices $i$ and $j$. The average value of $\left\langle\psi_{1}\right| h^{i j}(t)\left|\psi_{1}\right\rangle$ for $t=10$ to 20 is 0.0497 . For $\sigma_{z}^{1}$ the predicted equilibrium value is $2 / 14 \approx 0.143$, since the $S_{z}$ subspace considered has 8 spins up and 6 spins down. The average value of $\left\langle\psi_{2}\right| h^{i j}(t)\left|\psi_{2}\right\rangle$ for $t=10$ to 20 is 0.152 . For the integrable system the fluctuations around the long time average remains large even though the initial decays are of a similar form, consistent with the larger variance of diagonal matrix elements.

An interesting point to be made, is that for a chaotic system, since the frequency width of the envelope function does not depend on $n$, the convergence time to random state behavior, depends only on how many effective single and two qubit gates occur in a time interval. For a fixed Hamiltonian, the number of effective gates per time interval scales with the size of the system $n$. This corresponds precisely to the generic $1 / n$ scaling per single and two qubit gates for convergence of moments of random quantum circuits. This, opens the question of whether a fixed chaotic Hamiltonian can be considered as approximating a "pseudo" $t$-design at a rate corresponding to the so-called Thouless time [76].

## Chapter 8

## Conclusions

We have shown that the convergence rate for $t$-order moments of reversible permutation invariant random quantum circuits scales as $\Gamma=a_{t} / n$ for sufficiently large $n$, where $a_{t}$ may depend on $t$. Under the additional restriction of invariance under local gates, $a_{t}=a_{2}$ for all $t>2$. We have additionally presented a random quantum circuit construction consisting of independently chosen single- and two-qubit gates that for $t=2$ achieves the optimal asymptotic rate of $2 / n$. Despite the fact that the asymptotic, large $n$ rate does not depend on $t$, the border of the asymptotic region with respect to $n$ is allowed to depend on $t$. Furthermore, the border to the asymptotic large $n$ scaling must depend on $t$ since polynomial length quantum circuits would otherwise be required to be dense in $U(N)$, which they are not. It is an important open problem to fully understand the simultaneous scaling of the convergence rate for moments of a random quantum circuit with respect to both $t$ and $n$. Lastly, we have not considered the issue of robustness of random quantum circuits to noise, which is a necessary consideration for practical implementation of randomized algorithms. One interesting question is to determine the optimal circuit length for a random quantum circuit for a given error model, since each additional gate brings the circuit slightly closer to a random unitary transformation yet at the same time exposes the circuit to potential errors. Also, because a distribution is the target of a randomized circuit rather than a particular state of transformation, it is possible that a protocol employing a random quantum circuit is more robust against certain errors.

Quantum chaos is an interesting problem with several open areas of investigation. I have generalized the notion of Weyl laws that impose weak constraints on the statistics of eigenvectors of the Hamiltonian in the semi-classical limit of quantized versions of chaotic classical systems, to the case of non-integrable quantum many-body systems. The next logical step is to approach the fluctuations analytically, with discrete hops between states directly coupled by the Hamiltonian playing a similar role to periodic orbits in systems with a classical limit [38]. If the universal fluctuations can be rigorously shown to hold, or deviations from universality properly understood, then the approach to thermal equilibrium in quantum many-body systems can be put on a rigorous footing. Another line of investigation involves what distinctive dynamics chaotic quantum many-body systems may have, other than simply approaching equilibrium. Recent numerical result suggest that there is a rich phenology of dynamical regimes [86]. Furthermore, some effectively closed many-body quantum systems are potentially accessible to experimental investigation. Nuclear spin systems are particularly attractive since the long lattice relaxation times allow the system to be effectively closed on the time scale at which thermalization occurs. Some experimental results on long time relaxation are presented in [84]. Experiments have recently been performed in ultra-cold gases in optical lattices that suggest that thermal behavior in closed non-integrable quantum systems can be richer than its classical counterpart.

Lastly, we have presented evidence of the connection between the Thouless time of a chaotic many-body system and the rate at which a random quantum circuit approximates a 2 -design. It may be fruitful to push the analogy further, continuing the formulation of a stochastic picture of many-body quantum chaos as begun in [85]. Specifically that the long time dynamics of a chaotic many-body systems may be described in terms of a random walk over the unitary group. This suggests a natural connection between appropriately defined ensembles of random quantum circuits and pseudo-random time evolution induced by non-integrability that may be fruitful to explore.
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