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ABSTRACT

The radio-frequency single-electron transistor (RF-SET) [1–3] has attracted significant

interest as one of the fastest charge detectors known today. In this thesis, we show that

by designing an on-chip superconducting LC matching network for the RF-SET, we can

minimize unwanted dissipation and optimize impedance matching. Using such a network,

we fabricated one of world’s fastest RF-SETs and measured the quantum noise of an S-SET

near the quantum limit [4].

In the later part, we develop a design consisting of an SET embedded in a circuit

quantum electrodynamics (QED) architecture, where the SET is coupled to a coplanar

waveguide (CPW) resonator. The resonator is carefully designed to allow introduction of

a DC voltage or current bias to the microwave cavity without significantly disturbing the

cavity modes or degrading the quality factor [5]. Our proposed experiments will be focused

on the zero bias region of the SET where it is strongly nonlinear.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The SET is widely regarded as the ultimate read-out device for a quantum computer.

Analogous to the way a classical computer is built from an electric circuit with wires and

logic gates, a quantum computer is built from a quantum circuit containing wires and ele-

mentary quantum gates to carry and manipulate the quantum information. Unlike classical

computers which use bits to store information either as a “0” or a “1”, quantum computers

use quantum bits (qubits) [6] as the basic memory unit to store quantum information. An

example of an implementation of qubits for a quantum computer begins with the particles

with two spin states: “down” and “up” or |0⟩ and |1⟩. A qubit can be in a superposition

state of |0⟩ and |1⟩, for example, |ϕ⟩ = α|0⟩ + β|1⟩, where α and β are complex numbers.

A general n qubits system then have 2n superposition states. For example, if n = 50, the

number required to describe all the states exceeds the capacity of the largest conventional

computer. Thus, a quantum computer can naturally perform operations in parallel, using

only a single processing unit.

The main idea of a quantum measurement is to build an interface between the micro-

scopic quantum system and the macroscopic world with a mesoscopic amplifier such as an

SET. Unlike a classical measurement, a quantum measurement destroys the quantum states

of the measured system due to the backaction of the detector. For a system such as an SET

coupled to a quantum dot (QD), the backaction introduced from the charge fluctuations

on SET’s island will dephase the spin states of the QD. Besides the minimal backaction, a

“good” quantum measurement also requires an ultra-sensitive SET, for the purpose of fast

extraction of quantum information which will also dephase intrinsically. For the fixed noise

floor set by a secondary amplifier such as a High Electron Mobility Transistors (HEMT),

an SET with a better charge sensitivity allows a shorter measurement time. Better charge

1
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sensitivity provides a larger signal to noise ratio (SNR) for a more reliable quantum mea-

surement. However, the improved sensitivity of SET requires increased backaction that itself

contribute noise. The result is a strict limit on added amplifier noise [7–12]. To approach

this limit, a quantum-limited amplifier must posses an ideal balance between sensitivity

and backaction [13]. Although the best charge sensitivity is found for above-gap opera-

tion of the superconducting SET (S-SET), the backaction is also largest there. Instead, we

bias the S-SET near a double Cooper-pair resonance. In this thesis, we describe on-chip

superconducting LC matching network that significantly improve S-SET performance. We

also report the first complete and quantitative measurements of the quantum noise of a

S-SET near a double Cooper-pair resonance. A simultaneous measurement of our S-SET’s

charge sensitivity indicates that it operates within a factor of 3.6 of the quantum limit.

Operating at radio frequencies, a quantum limited S-SET has many potential applications

in the measurements of spin- and charge-based quantum system. For instance, coherent os-

cillations between the two states of a quantum two-state system represent one of the most

fundamental manifestations of quantum mechanics and are encountered in almost all area

of physics. Given its ideal balance of charge sensitivity and back-action, a quantum-limited

S-SET could make an excellent choice for weak continuous measurement of coherent oscil-

lations. Quantum oscillations of an electron between the QDs would create an oscillating

component of the current I through the S-SET. The phase of the oscillation diffuses under

the backaction due to the shot noise of S-SET and this backaction imposes the fundamental

limit on the measurement’s SNR. In addition, the ultra fast S-SET can be used as a sensor

for real-time electron counting experiments by operating it in the vicinity of the quantum

limit.

The second part of the thesis will discuss a high-Q on-chip microwave cavity with a DC

current or voltage bias used to drive an embedded S-SET. We develop a technique for doing

so that does not disturb the cavity modes or degrade the Q at high frequencies. One goal

for this design is to study the laser-like effects with the S-SET in the supercurrent regime.

A very brief overview of the structure of this thesis is as follows:

In chapter 2, we will discuss the theory background of SET and its variant the radio

frequency SET (RF-SET). For an SET in the normal state, the so-called orthodox model

2



will be introduced. For an S-SET we will discuss the double Josephson quasiparticle (DJQP)

and Josephson quasiparticle (JQP) tunneling process and the Josephson effect. A very brief

introduction of RF-SET will also be included in this chapter.

In chapter 3, we will begin with S-matrix analysis of a lossy matching network. Design

and simulation of an on-chip superconducting LC resonator is then introduced. A compar-

ison between lossy and lossless matching networks is illustrated. Theory of the quantum

noise measurement of RF-SET is introduced, assuming use of a superconducting resonator.

In chapter 4, we will discuss the design and mechanism of embedding the S-SET in a

high-Q on-chip microwave cavity. We propose a novel technique to apply a DC current or

voltage bias to SET without significantly disturbing the cavity modes or degrading the Q

at very high frequencies.

In chapter 5, we will briefly review technical details such as fabrication techniques, fridge

setup, sample wiring, CPW sample box design and RF-SET measurement techniques.

In chapter 6, we will present experimental results including RF-SSET characterization,

on-chip matching network calibration, intrinsic quantum noise measurement and CPW char-

acterization.

In chapter 7, we will discuss possible future work based on our current LC network and

circuit QED design.

3



CHAPTER 2

THEORY OF THE SET

In this chapter, the theoretical background of the SET and its variant the RF-SET are

discussed. For the normal state SET, the orthodox model is explained; for the S-SET, the

Josephson effect is included. The RF-SET is introduced briefly at the end.

2.1 Introduction to the SET

The SET was invented by Fulton and Dolan in the 1980’s [14]. It consists of a nanoscale

island contacted through two ultra small tunnel junctions to two leads. The leads are

500nm

  Source

Drain 

Gate

Tunnel junction

Tunnel junction

Islan
d

Figure 2.1. Scanning electron micrograph of the SET.

generally called the source and drain. Usually, we have a gate electrode capacitively coupled

to the island. Experimentally, tunnel junctions of an SET are made by two ultra-thin

aluminum films sandwiched with an aluminum oxide layer. Fig. 2.1 shows a scanning

electron micrograph of a typical SET. A voltage between the source and drain will drive

tunneling events and change the number of electrons on the island, which will cause a

measurable current through the SET.
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2.2 Coulomb blockade of the SET in the normal state

Mesoscopically, the charge tunneling through an ultra small junction in the normal

state is discrete in units of the electronic charge e. In Coulomb blockade regions [15], the

electrostatic energy increases with the addition of a single electron creating an energy barrier

forbidding the addition of further charges to the island. The energy is parameterized by the

charging energy, EC = e2/2CΣ, where CΣ is the total capacitance of the SET island to all

the source-drain leads and gates. When EC is larger than the electrical energy generated

by the source drain bias of SET, the sequential tunneling will be blocked.

Two conditions must be satisfied for such Coulomb blockade behavior. First, the island

must be small enough and the temperature low enough that EC is large compared to the

ambient thermal energy kBT , EC ≫ kBT . Second, in order to localize the wave function

of an excess electron on the island, we will assume the average tunneling time t = e
I = eRT

Vsd

is much larger than the uncertainty time τ = h
δE determined by Heisenberg energy-time

relation, where Vsd is the source drain bias through the SET, RT is the total resistance of

SET and δE = eVsd is the change of electrostatic energy due to a single-electron tunneling.

This condition gives

RT ≫ h/e2 = RK ≈ 25.8kΩ (2.1)

where RK is defined as the resistance quantum.

Vg
Vsd

Cg

n
C1,R1

1

C2,R2

2

Figure 2.2. Circuit diagram of an asymmetrically biased SET. Here, n is the electron
number on the center island.

Now we can estimate the energy required for the electron to tunnel through an SET.

Fig. 2.2 shows a schematic diagram for an asymmetrically biased SET. The charges on the

5



capacitors satisfy the following relationships:

Q1 = C1V1, (2.2)

Q2 = C2V2, (2.3)

Qg = Cg(Vg − V2), (2.4)

and

Qi = Q2 −Q1 −Qg = −ne (2.5)

where Q1, Q2, Qg, Qi are the total charges on junction 1, junction 2, the gate and the center

island. We also have Vsd = V1 + V2. Solving for V1 and V2 yields

V1 = (CgVsd + C2Vsd − CgVg + ne)/CΣ (2.6)

and

V2 = (C1Vsd + CgVg − ne)/CΣ (2.7)

where CΣ = C1 +C2 +Cg. The electrostatic energy stored in all the capacitors is given by

ET =
Q2

1

2C1
+

Q2
2

2C2
+

Q2
g

2Cg
(2.8)

The work when an electron tunnels through either junction includes a contribution from

both source-drain voltage and gate voltage. From Eq. 2.6 and Eq. 2.7 we can find the total

work required for n1(2) electrons to pass through junction 1(2). It is given by

W (n1) = −n1e[
C2

CΣ
Vsd +

Cg

CΣ
(Vsd − Vg)] (2.9)

and

W (n2) = −n2e(
C1

CΣ
Vsd +

Cg

CΣ
Vg). (2.10)

The energy for a charge state with n1 and n2 electrons on junction 1 and 2 is

E(n1, n2) = ET −W (n1)−W (n2) (2.11)
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For an electron to tunnel through junction 1, the change in energy of the system is given

by

∆E±
1 = E(n1, n2)− E(n1 ± 1, n2) =

e

CΣ
[−e/2∓ (en+ CgVsd + C2Vsd − CgVg)] (2.12)

Similarly, for junction 2, we have

∆E±
2 = E(n1, n2)− E(n1, n2 ± 1) =

e

CΣ
[−e/2± (en− C1Vsd − CgVg)] (2.13)

V
sd
C
∑
/e

C
g
V
g
/e-1

-1

1

1

2-2

Figure 2.3. Stability diagram of a normal SET. No current flows in the diamond-shaped
region where the SET island has a fixed number of electrons.

As T → 0, the condition for electron tunneling is ∆E±
1,2 > 0, which is

−e/2∓ (en+ CgVsd + C2Vsd − CgVg) > 0 (2.14)

and

−e/2± (en− C1Vsd − CgVg) > 0. (2.15)

Eq. 2.14 and Eq. 2.15 generate a stability diagram shown in Fig. 2.3 for different n.

The diamond shaped areas correspond to the Coulomb blockade. In these regions, the
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number of electrons on the island is well defined. Between these diamonds, a current can

flow. For a given Vsd, the size of the Coulomb blockade is determined by the vertical size

of the shaded region; the maximum blockade width is e/CΣ. In addition, the SET current

varies periodically with Vg, showing so-called Coulomb oscillations. As CgVg approaches

half-integer values of e, the Coulomb blockade disappears and tunneling occurs. Thus,

the current versus Vg will exhibit a sharp peak for a narrow range of gate bias around

half-integer values of e. The separation in voltage between these peaks is given by e/Cg.

2.3 Orthodox theory for the SET

The total tunneling rates across a junction will be calculated using the “orthodox the-

ory” [16], which has been widely used to calculate the I − Vsd characteristics of tunnel

junctions at finite temperature and predict the back-action of the single electron transistor

onto a single electron box. Several assumptions are required for the validity of the model:

1 dimension, junction size and the effect of the electromagnetic environment are negligible;

2 tunneling occurs only through sequential tunneling events, i.e., co-tunneling and multi-

ple tunneling events are ignored; [17] 3 the tunneling is an uncorrelated stochastic process

and the tunneling rates depends only on the energy difference between the initial and final

states; 4 the electron number is well defined, which requires RT ≫ RK ; and 5 the frequency

dependence of transition rates in the high frequency regime is ignored.

The rate for an electron to tunnel across a junction is derived from Fermi’s golden rule.

The transition rate from state i to f is given by

Γi→f =
2π

~
∑
f

|Tif |2δ(ϵf − ϵi) (2.16)

where |Tif | is the transition matrix element, ϵi and ϵf are the energies of the electrons in the

initial and final states. To obtain the total tunneling rate across the junction, we assume

the density of the states is constant for a specific energy and integrate over all energies.

The probability of a filled state on the left side of the junction is derived from the Fermi

function,

f(ϵ) =
1

1 + exp(−ϵ/kBT )
(2.17)

8



The probability of an empty state on the right hand side of the junction is 1 − f(ϵ), the

total tunneling rate across the junction is then given by

ΓL→R =
1

e2Rt

∫ +∞

−∞
f(ϵ)[1− f(ϵ′)]dϵdϵ′ (2.18)

where Rt is the resistance of the tunnel junction. Analytically integrating the function

yields

ΓL→R =
1

e2Rt

∆E

1− exp(−∆E/kBT )
(2.19)

where ∆E is the total energy difference between the initial and final states. Based on the

SET circuit diagram shown in Fig 2.2, we can derive the tunneling current of SET. We

define Γ
1(2)
L(R)→R(L)(n) as the tunneling rate from left (right) to right (left) of junction 1(2)

with total number of n electrons on the island. Assuming sequential tunneling through SET,

only two most probable electron numbers on the island n, and n+1 need to be considered.

Four different tunneling rates are then involved: Γ1
L→R(n), Γ

2
L→R(n+1), Γ1

R→L(n+1), and

Γ2
R→L(n). Assuming we have a symmetric SET, we have:

Γ1
L→R(n) =

1

e2Rt

∆E−
1

1− exp[−∆E−
1 /kBT ]

, (2.20)

Γ2
L→R(n+ 1) =

1

e2Rt

∆E+
2

1− exp[−∆E+
2 /kBT ]

, (2.21)

Γ1
R→L(n+ 1) =

1

e2Rt

∆E+
1

1− exp[−∆E+
1 /kBT ]

, (2.22)

and

Γ2
R→L(n) =

1

e2Rt

∆E−
2

1− exp[−∆E−
2 /kBT ]

. (2.23)

The tunneling current is approximately given by [18,19]

I = e[Γ1
L→R(n)P (n)− Γ1

R→L(n+ 1)P (n+ 1)] (2.24)

= e[Γ2
L→R(n+ 1)P (n+ 1)− Γ2

R→L(n)P (n)] (2.25)
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eV
sd

2∆

2∆

(a)

(b)

Figure 2.4. Two tunneling process through an SIS junction: (a) dissipative quasi-particle
tunneling, (b) coherent Cooper-pair tunneling.

where P (n) and P (n + 1) are the probabilities of the island having n or n + 1 electrons.

They are given by

P (n) = 1− P (n+ 1) =
Γ2
L→R(n+ 1) + Γ1

R→L(n+ 1)

Γ2
L→R(n+ 1) + Γ1

R→L(n+ 1) + Γ1
L→R(n) + Γ2

R→L(n)
(2.26)

2.4 Superconducting single electron transistors (S-SET)

One main variant of the SET is its superconducting counterpart. For Al/AlOx/Al junc-

tions, the aluminum layer becomes superconducting for ambient temperature below Tc =

2.1K. Such a junction then becomes a single superconducting-insulator-superconducting

(SIS) junction. In a superconductor, free electrons join together to form Cooper pairs. Be-

cause of this new charge carrier, tunneling between superconductors is more complex than

in the normal state. When eVsd is higher than the superconducting gap 2∆, the Cooper
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pair breaks into two quasiparticles and the tunneling is then dominated by the dissipative

quasiparticles. Occupied quasiparticle states in a superconductor are similar to the single

electron states in a normal metal as shown in Fig. 2.4(a). If the Fermi energies of two

superconducting leads are aligned, the tunneling is caused by coherent Cooper pairs, which

is shown in Fig. 2.4(b).

The current through an SIS junction due to quasiparticle tunneling is derived from the

current through a normal metal/insulater/metal (NIN) due to electrons [20,21]. For a

single tunnel junction, the tunneling rate from left to right is given as

ΓL→R =
π

~
|T |2

∫ ∞

−∞
NL(E)f(E)NR(E + eVsd)[1− f(E + eVsd)]dE (2.27)

where |T | is the amplitude of the tunneling matrix element, and NL(R)(E) is the density of

states of the left (right) electrode. A similar expression can be written for ΓR→L.

The total current through NIN junction is given by

IN (Vsd) = e(ΓL→R − ΓR→L) =
eπ

~
|T |2

∫ ∞

−∞
NL(E)NR(E + eVsd)[f(E)− f(E + eVsd)]dE

(2.28)

For an SIS junction, the occupation numbers are given by the Fermi distribution and the

density of the states is given by

Ns(E)

N(0)
=

|E|√
E2 −∆2

(2.29)

for |E| > ∆ and 0 otherwise. The current through an SIS junction is then given by

Is(Vsd) =
1

RNe

∫ ∞

−∞

|E|√
E2 −∆2

|E + eVsd|√
(E + eVsd)2 −∆2

[f(E)− f(E + eVsd)]dE (2.30)

where RN is the resistance of the SIS junction.

The resistance requirement for the Coulomb blockade of quasiparticles can be derived

similarly to that for the normal SET. The energy uncertainty relation is given by

∆E∆τ > ~. (2.31)
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where for ∆E we substitute Ec of the SET. ∆τ is the time for a quasiparticle to tunnel

through a junction, which is

∆τ =
1

Γ
=

e

Is
(2.32)

where Is is the current through the junction. For an SIS junction, quasiparticle current will

only flow when eVsd ≥ 2∆, so the current can be approximated by

Is =
2∆

eRN
(2.33)

where RN is the resistance of the SIS junction. Combining Eq. 2.31, Eq. 2.32 and Eq. 2.33

gives

RN >
2~∆
e2Ec

=
∆

πEc
RK . (2.34)

A more precise result was derived by Averin et al [22], which is

∆

Ec

π~
e2

(
1

R1
+

1

R2
) < 1 (2.35)

where R1,R2 are the resistances of junction 1 and 2 at normal state. For a symmetric

S-SET, R1 = R2 =
RT
2 , yielding

RT >
2∆

Ec
RK . (2.36)

Comparing Eq. 2.36 with Eq. 2.1, the resistance of an S-SET must be a ratio of 2∆
Ec

times the normal state resistance of a SET to exhibit charging effects.

Transport through an S-SET is quite complex. Depending on the ratio Vsd
∆ , the transport

can be divided into several sub-regimes.

When eVsd > 4∆, the bias voltage has sufficient energy to break Cooper pairs at both

junctions. In this case, transport is dominated by sequential quasiparticle tunneling, which

is very similar to electron tunneling in a normal state SET. [23,24] When eVsd < 4∆, the

major tunneling processes are well represented in the S-SET curve shown in the Fig. 2.5.

At zero bias (Vsd ≈ 0), we have a suppercurrent feature which is due to resonant Cooper

pair tunneling through both junctions. The other two dominant current features are the

double Josephson-quasiparticle (DJQP) [25,26] and Josephson-quasiparticle (JQP) [27]
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Figure 2.5. I − V characteristic for a superconducting SET.

tunneling cycles. From the I − V curve, the DJQP cycle is more energetically favorable

than the JQP cycle since it occurs at a lower bias. The tunneling events for these two cycles

are illustrated schematically in Fig. 2.6. The JQP cycle involves a Cooper pair tunneling

onto the island through one SIS junction. Two quasiparticles then tunnel sequentially out

through the other SIS junction. The number of electrons on the island for JQP cycle follows

the pattern |n⟩ → |n+ 2⟩ → |n+ 1⟩ → |n⟩.

For quasiparticles to tunnel through one single SIS junction, the bias voltage must

satisfy eVsd ≥ 2∆. For an S-SET with two SIS junctions, the requirement is modified for

each junction by capacitance division of Vsd. For an asymmetrically biased S-SET, the

voltage across junction 1(2) will be κ1Vsd (κ2Vsd), where

κ1 =
C2 + Cg

CΣ
, (2.37)

and

κ2 =
C1

CΣ
. (2.38)

Meanwhile, the bias voltage must provide enough energy to overcome the change in the

charging energy E(n), which is

E(n) =
(Q0 − ne)2

2CΣ
(2.39)
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Figure 2.6. Quasiparticle tunneling cycles in the S-SET: (a) JQP cycle and (b) DJQP
cycle.

where Q0 is the offset charge and n is the number of electrons on the island.

Now the energy requirement for the JQP cycle can be given as follows: for Cooper pair

tunneling in through junction 2 we have

2κ2eVsd = E(n+ 2)− E(n). (2.40)

Now we have n + 2 electrons on the island. For the first quasiparticle tunneling through

junction 1, we have
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κ1eVsd ≥ E(n+ 1)− E(n+ 2) + 2∆ (2.41)

and for the second quasiparticle through junction 1, we have

κ1eVsd ≥ E(n)− E(n+ 1) + 2∆. (2.42)

Eq. 2.42 is a stronger constraint than Eq. 2.41, which indicates the tunneling of a second

quasiparticle requires a larger Vsd. From the I−V curve, we find at a lower bias, where the

JQP cycle is energetically unfavorable, the DJQP cycle is allowed, for which the tunneling

of the second quasiparticle is replaced by that of another Cooper pair. Combining Eq. 2.40

and Eq. 2.42, the energy required for JQP cycle can be expressed as

eVsd ≥ Ec + 2∆. (2.43)

As illustrated in Fig. 2.6(b), the DJQP tunneling cycle involves a Cooper pair tunneling

at one junction followed by a quasiparticle tunneling and a Cooper pair tunneling at the

second junction, and finally a quasiparticle tunneling at the first junction and returning

the island to its initial state. The DJQP cycle is also called the 3e cycle since it involves

a total of three electrons tunneling at each junction. The tunneling process can be written

as |n⟩ → |n+ 2⟩ → |n+ 1⟩ → |n− 1⟩ → |n⟩.

Similarly, the energy requirement for the DJQP cycle can be derived. The resonance

conditions for both Cooper pairs tunneling are

2κ2eVsd = E(n+ 2)− E(n) (2.44)

2κ1eVsd = E(n− 1)− E(n+ 1) (2.45)

Combining these two equations, we have

eVsd = 2Ec (2.46)

For the quasiparticles, we have
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κ1eVsd ≥ E(n+ 1)− E(n+ 2) + 2∆, (2.47)

and

κ2eVsd ≥ E(n)− E(n− 1) + 2∆ (2.48)

which yield

eVsd ≥ 4∆− 4Ec. (2.49)

In order to satisfy Eq. 2.46 and Eq. 2.49 simultaneously, we require Ec ≥ 2
3∆ for a DJQP

feature to exist.

2.5 Josephson effects for the S-SET

The SIS junction is an example of a Josephson junction (JJ) [28]. It has a supercurrent

that flows at zero voltage bias given by

Is = Ic sinφ. (2.50)

Here φ is the phase difference of the Ginzburg-Landau wavefunction of the two electrodes,

and the critical current Ic is the maximum supercurrent that can flow through the junction.

If we apply a bias voltage across the junction, the phase difference will evolve, as given by

φ̇ =
2eVsd

~
. (2.51)

This equation is a direct consequence of the coherent Cooper pair tunneling. φ is derived

from integration of Eq. 2.51. Usually, φ is also defined as

φ =
2π

Φ0
Φ, (2.52)

where Φ is the magnetic flux through the JJ and Φ0 = h/2e is the flux quantum.
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The coupling free energy can be derived by integrating the electrical work, which is

E =

∫
IsVsddt =

∫
~Ic
2e

sinφdφ = −EJ cosφ+ const. (2.53)

where

EJ =
~Ic
2e

(2.54)

is the Josephson energy. Clearly, the total work is a minimum for φ = 0. In this case, the

two superconducting electrode are weakly coupled.

By applying the microscopic theory to a tunnel junction, Ambegaokar and Baratoff [29]

worked out the temperature dependance of Ic for the Josephson junction, which is given by

IcRN = (
π∆

2e
) tan

∆

2kBT
. (2.55)

From Eq. 2.54 and Eq. 2.55 with T → 0, we have the Josephson energy

EJ =
h∆

8e2RN
. (2.56)

Up to now, we have treated φ as a purely classical variable, which requires EJ ≫ Ec, so

that the phase is well defined. When Ec ≫ EJ the number of Cooper pairs on the island

is well defined and dominated by the charging energy. When EJ < Ec < ∆, the classical

theory of the Josephson effects is modified by the quantum effects.

2.6 The radio frequency single electron transistor as a fast electrometer

Since the invention of the SET, there has been interest in using it as a fast electrom-

eter. However, measurements of the current through SET are not very helpful due to its

bandwidth limitations. Experimentally, the bias line connecting the sample to the room

temperature circuit has a shunt capacitance on the order of a few nF. A SET with 100kΩ

resistance will then have a bandwidth 1/RC ≈ 5kHz. Another disadvantage of operating

SET at DC is 1/f noise, which degrades the sensitivity of the SET. On the other hand, if

we can operate the SET at radio frequency, not only can we eliminate 1/f noise, but can
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Figure 2.7. Idealized model of an LC matching network for the S-SET.

also operate it with a much larger bandwidth. This suggests such applications as count-

ing electron tunneling in real time, which has more information about electron-electron

correlations.

In 1998, Schoelkopf invented the radio frequency SET (RF-SET) [30], which is widely

used for studying quantum computation, [31,32] spin based qubits, [33,34] the quantum

properties of nanomechanical resonators, [35,36] and quantum measurement. [37] As illus-

trated in Fig. 2.7, the RF-SET has a lumped element impedance transforming resonator

coupled to the SET. The circuit is also called a tank circuit. Fig. 2.7 shows the simplest

case, in which the resonator is composed of an inductor, and a parasitic capacitor Cp, with

a resonance frequency f0 = 1/
√

CpL. A more general resonator will be discussed later.

The tank circuit transforms the impedance of SET at radio frequency to an impedance that

is matched to the 50Ω RF transmission line. A carrier wave at f0 is applied to the tank

circuit and the reflected signal is measured. When we change the SET offset charge (Vg),

the differential conductance (Gd) of SET and the damping of the resonator will change.

The bandwidth of the RF-SET measurement is limited by the bandwidth of the resonance,

given by f0/Q, where Q is the quality of the tank circuit. For our tank circuit design, we

can easily achieve a bandwidth of more than 50MHz.
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CHAPTER 3

ON-CHIP SUPERCONDUCTING MATCHING NETWORK DESIGN
AND QUANTITATIVE NOISE ANALYSIS FOR THE RF-SET

This chapter is devoted to discussing the superconducting matching network design for

our S-SET. We compare lossy and lossless networks using S-matrix analysis, and then carry

out a quantitative noise analysis.

3.1 Lossy matching networks

V
in

C
S

R
s

R
v

L
C
p

G
d

V
r Z

0

Figure 3.1. Schematic diagram of a lumped element RF-SET showing several possible
sources of dissipation in the LC matching network. Such additional dissipation limits
system performance.

As previously mentioned, the matching network converts the SET’s high output impedance

to the 50Ω standard impedance of RF transmission line and amplifiers. There are many

different ways to achieve this, such as lumped element matching networks, quarter-wave

transformers, multi-section matching transformer, etc. The first two methods have been

tested in our laboratory. It turns out to be very difficult to fit a quarter-wave transformer

into the sample holder. Embedding an SET in a lumped element network is significantly

simpler.

S-matrix representation
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Figure 3.2. Equivalent two port S-matrix representation.

Fig. 3.1 demonstrates the schematic diagram of one of the most widely used lumped

element tank circuit models for S-SET. In this model, Cs and Rs are shunt capacitance

and resistance, L and Rv are the inductor and its wiring resistance, Cp is the parasitic

capacitance and Gd is the S-SET’s differential conductance. We can treat this network

as a two-port network using S-matrix analysis [38]. Consider the generalized model for a

matching network shown in Fig. 3.2. To derive the two port S-matrix for the matching

network, we use the fact that the S-matrix can be represented in terms of the ABCD

parameters, using

S11 =
A+B/Z0 − CZ0 −D

A+B/Z0 + CZ0 +D
(3.1)

S12 =
2(AD −BC)

A+B/Z0 + CZ0 +D
(3.2)

S21 =
2

A+B/Z0 + CZ0 +D
(3.3)

and

S22 =
−A+B/Z0 − CZ0 +D

A+B/Z0 + CZ0 +D
. (3.4)

For the network above, we have

A = 1 +
Z1

Z3
, (3.5)

B = Z1 + Z2 +
Z1Z2

Z3
, (3.6)

C =
1

Z3
, (3.7)
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and

D = 1 +
Z2

Z3
. (3.8)

These results assume a reference impedance of Z0 for the S-matrix and assume that Z0

represents the source impedance and Rd the load impedance. We can apply these results to

derive the input S-matrix of the matching network Sin when we are treating S-SET as the

load of the circuit. This is useful in calculating power delivered to the SET. In this case, as

comparing Figs 3.1 and 3.2, we have

Z1 = ((jωL+Rv)
−1 + (

1

jωCs
+Rs)

−1)−1 (3.9)

Z2 = 0, and Z3 = 1/iωCp, and take the reference impedance of Sin to be Z0. The compo-

nents of the S-matrix are given by

S11
in =

Z1Z0 − Z2
0 + Z1Z3

Z0(Z1 + Z0 + 2Z3) + Z1Z3
(3.10)

S12
in = S21

in =
2Z0Z3

Z0(Z1 + Z0 + 2Z3) + Z1Z3
(3.11)

S22
in =

−Z2
0 − Z0Z1 + Z1Z3

Z0(Z1 + Z0 + 2Z3) + Z1Z3
. (3.12)

It is also very useful to consider the S-SET to be the source and Z0 the load. This

point of view is useful for calculating the signal transferred from the SET to subsequent

amplifiers. Here, we take Rd as the reference impedance and Z0 as the load, so that Z0 → Rd

in Eq. 3.1-Eq. 3.4. In addition, we take Z1 = 0 , Z3 = 1/iωCp, and

Z2 = ((jωL+Rv)
−1 + (

1

jωCs
+Rs)

−1)−1. (3.13)

The S-matrix Sout describing power transfer from the SET is then given by

S11
out =

−R2
d −RdZ2 + Z2Z3

R2
d +RdZ2 + 2RdZ3 + Z2Z3

(3.14)
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S12
out = S21

out =
2RdZ3

R2
d +RdZ2 + 2RdZ3 + Z2Z3

(3.15)

S22
out =

−R2
d +RdZ2 + Z2Z3

R2
d +RdZ2 + 2RdZ3 + Z2Z3

(3.16)
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Figure 3.3. Effects of matching network losses on power transfer in the RF-SETs. (a)
and (d): Schematic illustration of the S-matrix approach to power transfer. (b) and (c):
Calculated values for |Γin|2 (blue), Kin (green), and Nin (red) for lossy and lossless networks
respectively. (e) and (f): Calculated values for |Γout|2 (blue), Kout (green), and Nout (red)
for lossy and lossless networks respectively.

The total incoming (outgoing) power is split into three portions, as illustrated in Fig. 3.3(a)

and (d). |Γin(out)|2 is the fraction that is reflected, Nin(out) is the fraction dissipated in
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the tank circuit, and Kin(out) is the fraction transmitted to the SET or amplifier chain.

|Γin(out)|2, Kin(out) and Nin(out) are related by conservation of energy:

|Γin(out)|2 +Kin(out) +Nin(out) = 1. (3.17)

All these parameters can be derived from Sin and Sout, and are given by

Γin(out) = S11
in(out) +

S12
in(out)S

21
in(out)Γ

l
in(out)

1− S22
in(out)Γ

l
in(out)

, (3.18)

in which,

Γl
in = −Γl

out =
Rd − Z0

Rd + Z0
(3.19)

Kin(out) =
|S21

in(out) × S21
in(out) × (1− |Γl

in(out)|
2)|

|1− S22
in(out)Γ

l
in(out)|2

(3.20)

In Fig. 3.3(b) and (c), we plot |Γin|2, Kin and Nin for a lossy network as well as for an

ideal one. For an ideal matching network, we have Rs ≈ Rv ≈ 0, and assume Cs ≈ 0. For a

|Γ
in
|2

f (GHz)
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0.1

1
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Figure 3.4. |Γin|2 versus frequency for a 82nH Panasonic chip inductor. From top to
bottom, center of the gap (red), Rd = 37kΩ (green), Rd = 21kΩ (black), Rd = 17.8kΩ
(purple).

lossy network, as shown in the figure, since energy is lost in the tank circuit (Nin > 0), we

always have Kin < 1 even we have perfect matching Γin = 0. Only for a lossless network, as

shown in Fig. 3.3(c), is all the incoming power transmitted to the S-SET (Kin = 1,Γin = 0)

when we have perfect matching.
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More importantly, we must take a similar view when considering signal arising from the

S-SET that to be transmitted to the measurement electronics. Here, a nonzero value of

Nout has more severe consequences, as some of the signal from the S-SET, which contains

some information regarding the quantum states of the measured system, will be lost, as

indicated in Fig. 3.3(e). Only if the matching network provides perfect matching (Γout = 0)

and is lossless (Nout = 0) will all the information from the S-SET be transmitted to the

measurement electronics.

Panasonic ELJ 82nH resonator

To demonstrate the importance of an on-chip superconducting matching network, we

embedded the S-SET in a tank circuit consisting of an RF chip inductor (Panasonic ELJ

82nH) and its parasitic capacitance. Due to its physical size (usually 1.5mm × 1mm), the

Panasonic chip had negligible Cs while Rv was the dominate lossy element. Experimentally,

we find the use of an industry fabricated inductor has minimum Cp on the order of 0.3-

0.4pF, about twice as large as that of our superconducting resonator. In order to keep the

resonance frequency fixed, a lower L must be used. This then lowers the ratio L/Cp, which

transforms shot noise SI to a voltage noise SV = (L/Cp)SI at the input of the HEMT, the

secondary amplifier connecting to S-SET.

Fig. 3.4 shows the measured |Γin|2 for different Gd of the S-SET [39] using a resonator

with a Panasonic ELJ 82nH rf chip inductor. As shown in the figure, even we bias the S-

SET near the center of the superconducting gap where it has a differential resistance several

MΩ, only about 5 percent of the total power is reflected rather than the near 100 percent

reflection expected for a lossless network. The other 95 percent of the power has been lost

to the tank circuit. Therefore, if the intrinsic signal from the S-SET is not significantly

larger than the HEMT input noise, it will likely to be overwhelmed by the HEMT noise due

to the huge losses in tank circuit. A simulation based on the S-matrix calculation neglecting

the contribution from Cs yields Rv ≈ 30Ω, which is a reasonable value when operating at

f0 ≈ 1GHz and 290mK.

In general, the lossy resonator shown in Fig. 3.1 poses a problem for several reasons.

First, it is very difficult to characterize. There are five unknowns (L,Cp, Cs, Rv and Rs),
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some of which only appear in specific combinations in S-matrix calculation, which makes the

modeling extremely difficult. Second, since our detection technique depends on measuring

variations in the dissipation in the tank circuit, the presence of dissipation that is not

sensitive to the signal (the charge coupled to the SET island, for example) reduces the

sensitivity of the detector. Finally, by the fluctuation-dissipation theorem, dissipation in

the matching network introduces an additional source of noise that both acts back on the

object being measured, and adds additional noise at the detector output, [40] inevitably

pushing it further from the quantum limit.

3.2 On-chip superconducting matching network analysis

Our initial superconducting matching network consisted of an LC resonator on a sep-

arate GaAs chip fabricated with photolithography connected to an SET on another chip

by wire bonds. Such structures suffered from more complex fabrication procedures and

long wires that increase the stray capacitance Cs. On-chip networks, in contrast, can be

fabricated together with the SET on the same small chip using electron-beam lithography.

The wire bond connecting the device to the coaxial feedline is kept as short as possible to

minimize any extra capacitance.

We investigated matching network designs using a spiral inductor and an interdigi-

tated capacitors to provide engineered L and Cp values. However, for a desired impedance

matching, the designed Cp will pull the resonance of the tank circuit outside of the HEMT’s

bandwidth. Also, as we will discuss in this chapter, a lower resonant frequency will lead to

a narrower bandwidth and offer a lower gain for the tank circuit. Even without a designed

interdigitated capacitor, Cp was still relatively large.

Our improved design only involves designing a spiral inductor. Analytic design of a

spiral inductor is not simple. Many different models have been used to provide estimated

inductance values. We will show one of the most popular models. As shown in Fig. 3.5, the

spiral has rectangular bonding pads for the rf line on two of its sides. The inductance of

this geometry is given by [41]
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Figure 3.5. Planar circular spiral model.

L = 2.0

n−1∑
k=1

n∑
j=k+1

µ
√
ab[(

2.0

k1
− 1.0)K(k1)−

2.0

k1
E(k1)] (3.21)

+

n∑
k=1

µ(2.0c− w1)[(1.0−
k22
2.0

)K(k2)− E(k2)] (3.22)

where

k1 =

√
4ab

(a+ b)2
(3.23)

and

k2 =

√
4c(c− w1)

(2c− w1)

2

(3.24)

a is the mean radius, b is the thickness of the inductor, c = Rout − Rin, n is the number

of turns of spiral, and w1 is the half width of one turn. The functions K(k) and E(k) are

the complete elliptic integrals of the first and second kind. Substituting the parameters of

our spiral inductor, this model estimates L ≈ 450nH. Like most of the other theoretical

predictions, this model fails to give a good estimate for a superconducting inductor.
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We determine L and Cp experimentally. Since the measurement is carried out at 290mK,

losses in on-chip superconducting matching network are negligible at the operating frequency

f0 ≈ 1GHz. We assume that Cs is negligible and Rv ≈ 0. We make use of two fundamental

characteristics of a resonator: the resonance frequency f0 and the quality factor Q. The

resonant frequency f0 is given by

f0 =
1

2π
√

LCp

. (3.25)

Generally, Q is defined in terms of the ratio of the peak energy stored in the resonator to

that of the energy being lost in one cycle. For our LC resonator, the external quality factor

of the resonator Q0 due to loading by the coaxial feedline, is given by:

Q0 =
√

L/Cp/Z0 (3.26)

QSET describes the damping effect from the SET, and is given by

QSET =
√

Cp/L/Gd. (3.27)

QSET will change dynamically with different Gd. The total quality factor QT of the S-SET

matching network system is then given by:

Q−1
T = Q−1

0 +Q−1
SET. (3.28)

The bandwidth of the resonator is defined as the ratio of f0
2πQT

. When treating the SET as

the load, at f0, the reflection coefficient is given by

Γin =
Z − Z0

Z + Z0
=

GdL/Cp − Z0

GdL/Cp + Z0
. (3.29)

For perfect matching (Γin = 0), Q0=QSET=2QT .

As illustrated in Fig. 3.6(a), we measured the reflected power from the on-chip super-

conducting matching network consisting of a 14 turn spiral inductor for different Gd. The
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Figure 3.6. (a) Reflected power versus frequency for an LC superconducting matching
network. Top to bottom, center of the gap (purple), Rd = 40kΩ (green), Rd = 28.2kΩ
(black), Rd = 22.2kΩ (red), Rd = 19.2kΩ (blue) (b) |Γin|2 versus frequency derived from
(a).

reflected power can be converted to the reflection coefficient shown in Fig. 3.6(b). The

sharp dip for Rd ≈ 19.2kΩ around 940MHz indicates near perfect matching. Combining

Eq. 3.25 and Eq. 3.29, and using the measured value of f0 and Γin, we solve for L ≈ 167nH

and Cp ≈ 0.17pF. We can also check the values of L and Cp by substituting other values

of Rd in Fig. 3.6 to Eq. 3.29 and the corresponding measured values of Γin. The resulting

values of L and Cp are independent of the values of Rd chosen.

Using the values of L and Cp, we findQ0 = 20. The bandwidth of the resonance is around

10MHz. Our earlier L and Cp values gave a perfect matching to Rd ≈ 20kΩ [39] while our

samples have Rd around 35kΩ in the subgap region. Eq. 3.29 indicates that we have to make

Cp as small as possible while increasing L to keep the f0 ≈ 1GHz while obtaining better

matching for higher Rd. Unfortunately, increasing the turns of the inductor will increase

the size of the matching network and therefore increase Cp. We made the geometry of
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LC resonator more compact to give a slightly smaller Cp = 0.14pF which gave perfect

impedance matching to Rd = 25kΩ. [4]

Although we have not achieved perfect matching for DJQP region where the S-SET

is predicted to have the ideal balance of sensitivity and backaction needed to approach

the quantum limit, the on-chip superconducting matching network is still a tremendous

improvement, since losses in the tank circuit itself are negligible. Also, the resonator can

be extended to multipole matching networks [42] that can further increase the bandwidth,

possibly allowing measurements on nanosecond time scales.
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Figure 3.7. (a) Sin and (b) Sout representation of the on-chip superconducting matching
network.
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3.3 Analyzing the modulation signal from an RF-SSET

Based on S-matrix analysis, we have two ways to analyze the modulation signal from

an RF-SSET. The traditional way is to treat SET as the load and consider the variation

in reflection power with Rd. Assume the RF-SSET offset charge is varied sinusoidally as

q0 cosωmt. This will give rise to an amplitude modulated reflected wave given by

Vr =
∂Γin

∂Gd

∂Gd

∂ng
q0 cos (ωmt)Vin, (3.30)

where eng is the offset charge, q0 is the rms amplitude of the charge modulation, ωm is the

modulation frequency and Vin is the rms amplitude of the carrier wave. The power in the

reflected wave is given by

|Γin|2Pin =
V 2
in

Z0
|∂Γin

∂Gd
|2(∂Gd

∂ng
)2q20 cos

2(ωmt) cos2(ω0t). (3.31)

Using Eq. 3.29, we have

|∂Γin

∂Gd
| = 2LCpZ0

(LGd + CpZ0)2
. (3.32)

Another way to view this problem is to consider the power transfer first from the rf

source to the S-SET and then from the S-SET to the amplifier chain. Power from the input

wave is delivered to the S-SET, providing an ac bias voltage. This voltage causes an ac

current that is modulated by changes in the SET conductance Gd. The modulated current

gives rise to a wave that propagates out through the matching network, then giving rise to

an outgoing amplitude modulated wave. As shown schematically in Fig. 3.7(a), the fraction

of power reflected by the matching network is |Γin|2Pin, while the fraction delivered to the

S-SET is KinPin where Pin is the incoming power. For a lossless network, Nin = 0, giving

Kin + |Γin|2 = 1. We treat the S-SET as an amplitude modulated current source as shown

in Fig. 3.7(b). In linear response,

Isig =
∂Gd

∂ng
q0VSET cos (ωmt) cos (ω0t) (3.33)
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where VSET is the rf voltage across the SET. From the diagram, the power dissipated in the

SET is the power delivered by the incoming wave:

GdV
2
SET = Kin

V 2
in

Z0
. (3.34)

The corresponding signal voltage is given by

Vsig =
Isig
Gd

. (3.35)

In this case, we treat the network as having a characteristic impedance Rd. Therefore, the

source (S-SET) and the network have equal impedances, and only 1/4 of the total power

from the S-SET is available to the network. The available signal power is

Psig =
1

4
GdV

2
sig. (3.36)

The actual power transfer from the S-SET to HEMT is given by KoutPsig. Combining

Eq. 3.33-Eq. 3.36, we have

KoutPsig =
KinKout

4G2
d

V 2
in

Z0
(
∂Gd

∂ng
)2q20 cos

2(ωmt) cos2(ω0t). (3.37)

The signal we can measure experimentally is the average of Eq. 3.37.

Comparing Eq. 3.31 and Eq. 3.37, we find the two methods are equivalent if

KinKout

4G2
d

= |∂Γin

∂Gd
|2. (3.38)

We begin with the lossless resonator. From S matrix calculation and Eq. 3.20, at resonance

f0, Kin and Kout are given by

Kin ≈ Kout =
4GdLCpZ0

(LGd + CpZ0)2
. (3.39)

The approximation is due to the difference in resonant frequency when evaluating Sin

(f1 = 2π
√

1
LCp

− 1
C2

pR
2
d
) and Sout (f2 = 2π

√
1

LCp
− (Z0

L )2). From the measured Cp , L
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and typical Rd values, these two resonant frequencies are very close to f0 with error less

than 1%. Given Eq. 3.39, it is clear Eq. 3.70 is satisfied. We also did a complete S matrix

calculation for the lossy network at different frequencies shown in Fig. 3.3(b), (e) and find

that Eq. 3.70 is still valid.

Derivation of charge sensitivity and effective temperature of S-SET

Although the S-SET is a non-equilibrium and non-Gaussian device, it can be shown

that for a weakly coupled system and at the resonant frequency of the LC resonator, an

S-SET can still be treated as an effective thermal bath described by an effective temperature

TSET and damping rate γSET. Since the back-action of the RF-SSET mimics the effects of

a thermal bath, we can convert the back-action to an effective bath if we know the noise

properties of an RF-SSET.

In general, the resonator responds to a variety of frequencies and we can not characterize

the backaction of the S-SET by one single temperature. However, if the resonator has a

sufficiently high quality factor (narrow bandwidth), the effective temperature can be treated

as constant over its bandwidth. Additionally, we also have a large separation in timescale

between the S-SET tunneling rates (tens of GHz) and the inverse response time of the LC

resonator (f0/Qtank ≈ 20MHz).

In our S-SET/LC resonator system, the thermal bath model is essentially a character-

ization of the energy transfer between the RF-SSET and the tank circuit. The thermal

bath can be a source of white Johnson noise, with the power spectral density nearly equal

throughout the frequency domain. Within the thermal bath description, we assume that

the orthodox model still applies, that is, tunneling events are stochastic. The effective tem-

perature for a normal metal SET is roughly proportional to the source drain voltage in the

conductor. However, if we consider an S-SET coupled to a LC resonator and focus on the

sub-gap regimes where transport in the S-SET is via the incoherent tunneling of Cooper

pairs (DJQP and JQP), the effective temperature is not related to the ambient temperature

or source drain bias. It describes the ratio of symmetric and asymmetric quantum noise

and can be smaller than either the S-SET’s ambient temperature or its source drain bias

eVsd, meaning that considerable cooling can be accomplished.
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The rf circuit used for fast charge detection is shown in Fig. 3.8. We have installed a

circulator, HEMT and GaAs FET amplifier between the tank circuit and the macroscopic

world. The total measured noise in a bandwidth of ∆f including the S-SET, amplifiers,

1 GHz 

carrier

290 mK

Directional

coupler
2.9 K

Circulator

HEMT

amplifier

GaAs FET 
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To spectrum 

analyzer

L

C
p
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Figure 3.8. Schematic layout of the rf circuitry used for fast charge detection. The
directional coupler is used to direct the incoming and outgoing waves, while the circulator
prevents noise from a subsequent cryogenic HEMT amplifier from reaching the detector.

circulators, and matching network is then given by

Ptot = KoutkBTSET + kBTHEMT + kB|Γin|2Tcirc +NoutkBTtank, (3.40)

where Ptot is the total power referred to the input of the amplifier, THEMT is the noise

temperature of HEMT, Tcirc is the circulator’s noise temperature, and Ttank is the ambient

temperature of the matching network. Note that Nout ≈ 0 for a superconducting matching

network.

The signal to noise ratio for a charge modulation signal is defined as

SNR =
KoutP̄sig

Ptot
(3.41)

where P̄sig is the average of Eq. 3.37.
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The charge sensitivity δq is given by

(δq)2 =
(q0/e)

2

2
(

e√
Hz

) (3.42)

for a charge modulation q0 such that SNR = 1, giving

δq =
Gd

|∂Gd
∂ng

|Vine

√
2Z0kB
Kin

(TSET +
THEMT

Kout
+

|Γin|2Tcirc

Kout
+

Nout

Kout
Ttank). (3.43)

Eq. 3.43 indicates that both the intrinsic properties of S-SET and the performance of

the matching network affect δq. For a perfectly matched superconducting network, we can

neglect the noise contributions of the circulator and resonator since |Γin|2 ≈ 0, and Nout = 0.

In contrast, a lossy, poorly matched resonator will magnify the noise contribution from the

HEMT, since in this case Kin,Kout < 1, which can easily overwhelm the intrinsic quantum

noise from the S-SET. Therefore, in order to fabricate a near-quantum limited RF-SET, a

nearly perfect matching network and a good sample are both required.

Eq. 3.40 helps us determine TSET from the total measured power Pmeas in a bandwidth

∆f . For a lossless tank circuit, the total integrated power we measure referred to the input

of the HEMT amplifier is

Pmeas = (KoutkBTSET + kBTHEMT + |Γin|2kBTcirc)∆f (3.44)

where ∆f is the bandwidth of the noise power measurement. Since Kout is frequency depen-

dent, the total intrinsic noise contribution from the S-SET is given by kBTSET

∫ f0+∆f
f0

Koutdf ≈

4(kBTSET)Q
2
TGdZ0∆f .

We replace QT with ω0/γT where γT describes the total damping rate of the resonator

due to both the SET and coupling to a feedline of impedance Z0, and is given by

γT = γ0 + γSET = Z0/L+Gd/Cp. (3.45)

Defining PSET = Pmeas − kBTHEMT∆f , we then have

PSET = 4kB(ω0/γT )
2Z0GdTSET∆f. (3.46)
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Figure 3.9. Model circuit illustrating different possible noise sources during a quantum
measurement process. Here a detector with noise sources ξa, ξb and ξc is used to detect the
position of a single excess electron on a double quantum dot (DQD).

3.4 Analysis of quantum noise measurement of an RF-SSET

Quantum noise measurement has challenged physicists for almost a century. Classically,

there is no lower bound on the noise a measurement may add. Quantum mechanically,

measuring a system necessarily perturbs it. For electrical amplifiers such as RF-SSET, this

means that improved sensitivity requires increased backaction that itself contributes noise.

This interest in studying the connections between noise and quantum measurement has

blossomed within the condensed matter community due to development of electrical devices

that are good physical representations of quantum two-level systems. [43–46] Furthermore,

due to development of fast readout techniques [33,47] such as the RF-SSET, there has

been significant theoretical effort to better understand the quantum measurement process

for an individual system as opposed to an ensemble [48–51] and also to better understand

the relationship between intrinsic noise of a detector and its efficiency as a measuring

device. [52–56]

To illustrate the physics involved, it is useful to look at a simple model as illustrated

in Fig. 3.9. It shows the different possible noise sources during a quantum measurement

process experimentally. [57] For illustration purpose, the quantum system to be measured

is a double quantum dot (DQD) containing a single excess electron. Here, we model the

quantum amplifier (RF-SSET) as consisting of an ideal noiseless amplifier with gain A, with

three noise sources ξb, ξa and ξc. Among these sources, ξb and ξa are intrinsic to the amplifier
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itself, with ξb representing the backaction noise essential for the measurement process and

ξa representing additional classical noise that dephases the measurement. ξc is the classical

noise source associated with additional amplifiers that connected to the quantum amplifier

and are required to produce a measurable signal. The noise contribution from ξc must be

kept as small as possible in order to approach the quantum limit. The intrinsic noise sources

ξb and ξa indicates that not all the quantum amplifiers are equally efficient. For example,

a normal state SET is a very inefficient quantum detector for which the extra dephasing

noise ξa is significant [58]. In contrast, a S-SET is expected to have a relatively small ξa

when biased near the DJQP cycle.
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Figure 3.10. Model for an S-SET/resonator, showing the S-SET as an effective bath with
temperature TSET and damping rate γSET. The asymmetric current noise SI(+ω0) and
SI(−ω0) is related to the probability of the S-SET absorbing or emitting a photon.

As we mentioned earlier, to detect charge we bias the SET with Vsd and measure the

current through it. Motion of charges near the SET causes changes in Gd, resulting in

changes in I. The ultimate sensitivity of the SET operated in this way is set by the non-

equilibrium current noise (shot noise) present in I(t). The same current fluctuations also

determines its backaction and its proximity to the quantum limit.

Classically, current noise is described by a spectral density Ssym
I (ω), which is symmetric

in the frequency domain. However, quantum mechanically, we have to distinguish between

positive frequency noise and negative frequency noise. Positive frequency noise transfers

energy from a measured system to the electrometer (RF-SSET) and negative frequency noise

transfers energy from the electrometer to the measured system. An electrometer coupled

to a ground state qubit illustrates the idea. [59] From a Fermi’s golden rule calculation,
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the transition rate for the qubit from ground state to the excited state is proportional to

SI(−ω0), where

SI(−ω0) =

∫ +∞

−∞
dte−iωt⟨I(t)I(0)⟩ (3.47)

is the unsymmetrized quantum noise spectrum of the electrometer current and ~ω0 is the

separation in energy between the ground states and excited states. Similarly, the rate at

which a system in the excited state decays to the ground state given by SI(+ω0). To make

a complete measurement of quantum noise, we must obtain information about SI(+ω0) and

SI(−ω0).

Symmetric and asymmetric quantum noise for the S-SET/resonator

Instead of coupling our S-SET to a two-level system to carry out our quantum noise

measurement, we couple it to a harmonic oscillator consisting of an on-chip superconducting

LC matching network as shown in Fig. 3.8. In our SSET/resonator system, the symmetrized

and asymmetrized shot noise of the S-SET at f0 is related to either emission or absorption

of energy from the resonator.

We proceed by making an analog to a nanomechanical oscillator capacitively coupled to

an S-SET, for which the Hamiltonian is given by

H =
1

2m
p̂2 +

1

2
mω2x̂2 − F̂ (t)x̂. (3.48)

Here x̂ and p̂ are the position and momentum operators for the oscillator, m is its mass and

ˆF (t) is the force the S-SET exerts on the oscillator. When accounting for the damping of

the charge detector, we have

SF (ω0) + SF (−ω0) = 2~ω0γm coth
~ω0

2kBTeff
, (3.49)

SF (ω0)− SF (−ω0) = 2~ω0γm, (3.50)

where SF (±ω0) is the quantum noise spectrum of the back-action force, Teff is the effective

temperature and γ is the damping rate of the harmonic oscillator.
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We can make a similar argument for the S-SET/resonator. The Hamiltonian can be

expressed by substituting x̂ → Φ̂, p̂ → Q̂, F̂ (t) → Î(t), mω2
0 → 1/L, and C → m. It is

given by

H =
1

2L
Φ̂2 +

1

2C
Q̂2 − Î(t)Φ̂, (3.51)

where Φ̂ is the flux in L, Q̂ is the charge on the capacitor and Î(t) is the operator describing

the noisy current flowing through the S-SET. As was illustrated in Fig. 3.10, SSET/res-

onator is characterized by an effective temperature TSET and a damping rate γSET, [40,60,61]

assuming that the intrinsic damping of the resonator can be neglected, which is valid for

our superconducting on-chip networks. In most cases, ~ω0 ≪ kBTeff , and substituting

SF (ω0) → SI(ω0), Teff → TSET, γ → γSET, we have

SI(ω0) + SI(−ω0) = 4kBTSETCpγSET, (3.52)

and

SI(ω0)− SI(−ω0) = 2~ω0CpγSET. (3.53)

In order to make a complete noise measurement, it is not necessary to measure SI(+ω0)

or SI(−ω0) separately, as has been done in other systems. [62–64] As long as two linearly

independent combinations can be measured, complete noise information is obtained.

The effective temperature TSET can be either positive or negative, as can γSET, depend-

ing on whether absorption or emission of a photon, respectively, dominates the quantum

noise. Because the S-SET’s electromagnetic environment is dominated by the LC resonator,

most absorption (emission) will take the form of photon exchange with the tank circuit as

shown in Fig. 3.10. [65]

In our LC model, there are two different methods to derive γSET. One is from

γSET = Gd/Cp, (3.54)

where both Gd and Cp are determined from the measurement. The other method is from

the definition

Γin =
γSET − Z0/L

γSET + Z0/L
, (3.55)
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rewrite this, γSET = Z0(1+Γin)
L(1−Γin)

. L and Γin can also be obtained experimentally. Both meth-

ods give about the same results.

Proximity to the quantum limit

It is useful to have some methods of characterizing how closely SET approaches the

quantum limit. There are a variety of ways of doing so. One way is to use the uncoupled

energy sensitivity, which is given by δϵ = (δq)2/(2CΣ). In this case, the quantum limit is

defined by the intrinsic property of the S-SET and it is not coupled to any device under

test.

The other method is to consider a coupled system, such as an SSET/resonator coupling

to a QD. We begin with the relationship [10]

χ =

√
τmeas

τφ
≥ 1 (3.56)

where τmeas is the minimum time required to distinguish between two charge states and

is associated with the intrinsic noise of the SET, and τφ is the time required for charge

fluctuations on the S-SET island to dephase the object it is measuring. From the basic

principle of quantum mechanics, one has the relationship τmeas ≥ τφ, since the original

quantum states have collapsed by the time the measurement has been performed. For an

efficient quantum measurement, approaching the quantum limit also means to read the

quantum information as fast as possible to make χ close to 1. τmeas and τφ are given by [9]

τ−1
meas =

(∆I)2

4Ssym
I

(3.57)

and

τ−1
φ = (

Eint

e
)2
Ssym
Q

~2
, (3.58)

where Ssym
I is the total symmetrized current noise of the S-SET and Ssym

Q is the symmetrized

spectrum of charge fluctuations on the SET center island. From Eq. 3.52, we have

Ssym
I = 4kBTSETGd. (3.59)
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Eint describes the interaction between the SET and a coupled device such as QD, and ∆I is

the change in the SET current due to the charge motion on the QD. The interaction energy

is given by

Eint =
e2Cc

CΣsCΣd − C2
c

≈ e2Cc

CΣsCΣd
, (3.60)

with Cc ≪ CΣs, CΣd, where CΣs and CΣd are the total capacitance of the S-SET and QD,

and Cc is the coupling capacitance. The change in S-SET current due to the motion of a

single electron on the dot is given by

∆I =
∂I

∂ng

Cc

CΣd
. (3.61)

Neglecting the noise of the HEMT amplify noise , the intrinsic rms charge sensitivity of the

SET is given by [66]

(δqi)
2 =

Ssym
I

(∂I/∂ng)2
, (3.62)

Combing Eq. 3.57, Eq. 3.61, and Eq. 3.62, the measurement time τmeas is given by

τmeas = 4(δqi)
2(
CΣd

Cc
)2 (3.63)

A more conservative estimate will be replacing δqi with δq by accounting for the HEMT

amplifier noise.

The analysis for the quantum limit parameter (χ) is different for the SET and the S-SET

due to the discrepancy in the evaluation of the charge fluctuation noise.

For an S-SET, in the limit of EJ ≪ Γ, where EJ is the Josephson energy which sets the

strength of coherent Cooper-pair tunneling, Γ is the tunneling rate for the quasiparticles,

we follow Clark and Bennett’s approach [40] and apply the extension of the orthodox theory

to the DJQP feature of the S-SET. In general,

Ssym
Q =

4e2mγdkBTSET

A2
, (3.64)
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where γd is the rate at which the SET damps the state of the QD, m is the mass of the

resonator and A describes the strength of SSET-QD coupling. Near the DJQP feature of

the S-SET, the effective temperature can be represented as

kBTSET =
(~Γ)2 + 4δ2

32δ
, (3.65)

where δ describes the distance of the S-SET from the DJQP resonance peak. For an S-SET

with symmetric tunnel junctions, we also have

mγd
A2

=
2δ

E2
JΓ

. (3.66)

Since the Cooper pair tunneling rate is the limiting process in the DJQP cycle, we substitute

EJ and Γ with the tunneling rate for Cooper pairs ΓCPT and combine Eq. 3.64, Eq. 3.65,

and Eq. 3.66 to yield

Ssym
Q =

e2

4ΓCPT
. (3.67)

The average current is set by 3e times the series addition of two incoherent Cooper-pairs

tunneling in the DJQP cycle where 3e is the number of electrons tunneling through each

junction. Near the center of the DJQP resonance and for symmetric junctions, the current

is approximately given by

I ≈ 3

2
eΓCPT. (3.68)

Combining Eq. 3.67 and Eq. 3.68, we can rewrite Ssym
Q in the vicinity of the DJQP resonance

by

Ssym
Q ≈ 3

8

e3

I
. (3.69)

In physical terms, the charge noise Ssym
Q near DJQP is due to effective telegraph noise

between the n+1 and n charges states, with the S-SET spending nearly equal time in each

for symmetric junctions. From Eq. 3.58,Eq. 3.60, and Eq. 3.69, it leads to our estimate of

the dephasing rate for the S-SET,

τ−1
φ = (

eCc

CΣsCΣd
)2

3e3

8I~2
(3.70)
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Combining Eq. 3.56,Eq. 3.63 and Eq. 3.70, we get our final expression of χ for an S-SET

near the DJQP resonance, which is

χ =

√
6eE2

c (δqi)
2

I~2
. (3.71)

For a normal SET, there is only quasiparticle tunneling. In this case, we have

2mγd
A2

=
2h

g(eVsd)2
, (3.72)

where ge2/h is the conductance of a single junction and g = 1 for a typical SET with

50kΩ resistance. On the other hand, for a fixed Vsd, the damping rate is constant, TSET is

maximum at the point of maximum current and it is given by

kBTSET =
eVsd

4
. (3.73)

Substituting Eq. 3.72 and Eq. 3.73 into Eq. 3.64, we then have Ssym
Q for a normal SET as

Ssym
Q ≈ e3RΣ

2Vsd
. (3.74)

Similarly, χ for a normal SET is then given approximately by

χ =

√
8eE2

c (δqi)
2RΣ

Vsd~2
. (3.75)

The fact that χ is independent of the specifics of the measured system and its coupling

to the S-SET (SET) is to be anticipated: an amplifier’s proximity to the quantum limit

should be an intrinsic property of the amplifier, and not depend on a particular object.

For both S-SET and SET, we have that the charge fluctuations are inversely proportional

to the current. At first glance, the formula of χ is similar for SET and S-SET. However,

they are actually quite different: the S-SET current I in Eq. 3.71 is due to the resonant

phenomenon of Cooper pair tunneling near the DJQP resonance in the subgap region, while
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Vsd/RΣ in Eq. 3.75, the current in the SET’s high bias region, can be viewed as a rough

approximation to the current of an SET just above the threshold. For comparison, the ratio

of Vsd to RΣ for an S-SET is less than half of the measured current since both the Cooper

pair and quasiparticle contribute to the tunneling.

In conclusion, due to the significantly larger current for the S-SET in the subgap region,

the charge fluctuation noise is much lower with the S-SET than SET. Meanwhile, although

the evaluation for τmeas is the same for both SET and S-SET, we get a better charge

sensitivity and less τmeas for an S-SET in the subgap region. It is clear that an optimized

S-SET can operate closer to the quantum limit than an optimized SET.
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CHAPTER 4

S-SET IN A HIGH Q ON CHIP MICROWAVE CAVITY

4.1 Circuit quantum electrodynamics

The interaction of matter and light is one of the fundamental processes of nature. The

elementary form is realized when a single electron interacts with a single photon. The

field of cavity quantum electrodynamics (CQED) explores this area. When one applies

this idea to superconducting electrical circuits rather than natural atoms, circuit quantum

electrodynamics is introduced (QED). [67,68]

Superconducting circuits consisting of capacitors, inductors and dissipationless Joseph-

son junctions can be engineered to have discrete, non-linear spectra and long coherence

time. In circuit QED, a microwave cavity is formed from a transmission line and a super-

conducting quantum two-level system (qubit) is embedded inside of it. In this architecture,

the qubit can be strongly coupled to a single microwave photon.

Since most of the microwave applications fall in the range of 3 and 30GHz, it is unrealistic

to design an ideally lumped element circuit such as an on-chip LC resonator. Instead, we

use a transmission line resonator as a microwave cavity. The geometry of the transmission

line is very simple and easy to simulate. In contrast to the lumped element resonator, the

transmission line resonator’s voltages and currents vary in phase and magnitude over its

length.

4.2 Parallel LCR resonant circuit

Here, we model the one-dimensional transmission line resonator as a lumped element

LCR circuit. [38] We begin with a parallel LCR circuit shown in Fig. 4.1(a). The input

impedance for the circuit is given by
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Figure 4.1. (a) Parallel resonant circuit. (b) Transmission line with impedance Z0 and
length l terminated by a load Zl.

Zin = (
1

R
+

1

iωL
+ iωC)−1. (4.1)

At the resonant frequency, we have ω0 = 1/
√
LC, and the input impedance Zin = R. Near

resonance where ω = ω0+∆ω and ∆ω/ω0 ≪ 1. Taylor expand in ∆ω/ω0 to first order and

we have

Zin ≈ R

1 + 2iQ∆ω/ω
, (4.2)

where Q = ω0RC is the quality factor of the resonant circuit. It is obvious from Eq. 4.2,

that the input impedance is peaked at resonance, and its maximum value is given by R.

A transmission line of impedance Z0 and length l terminated by a load ZL is shown in

Fig. 4.1(b). The input impedance of such a transmission line is given by

Zin = Z0
ZL + Z0 tanh γl

Z0 + ZL tanh γl
, (4.3)
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where γ = α+ iβ. Here α characterizes the losses in the transmission line and β = 2π/λ is

the propagation constant.

In general, we are interested in resonators consisting of a section of transmission line

of length l that is coupled by small capacitors to the macroscopic world. Usually, the

capacitors are small and for a first treatment we can assume that the transmission line is

terminated by an open circuit (ZL = ∞). In this case, Zin becomes

Zin = Z0 coth γl = Z0
1 + i tanβl tanhαl

tanhαl + i tanβl
. (4.4)

Considering a transmission line with a full wavelength at ω0, we have the length l = λ =

2πvph/ω0, where vph = 1/
√
LlCl is the phase velocity, Ll and Cl are the inductance and

capacitance per unit length of the transmission line.

Near resonance, we have

βl =
ωl

vph
=

ω0l +∆ωl

vph
= 2π +

2π∆ω

ω0
(4.5)

and

tanβl = tan 2π
∆ω

ω0
≈ 2π

∆ω

ω0
. (4.6)

For a low-loss line near resonance, αl ≪ 1, and we can rewrite Eq. 4.4 as

Zin ≈ Z0

αl + iβl
=

Z0/αl

1 + 2i( π
ω0Z0

)(Z0
αl )∆ω

. (4.7)

Comparing this equation with Eq. 4.2, we see that the open-circuited full-wave transmission

line resonator can be treated as a parallel resonant circuit for which

C =
π

ω0Z0
, (4.8)

R =
Z0

αl
, (4.9)

and

Q =
π

αl
. (4.10)
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Using the relationship ω0 =
2π

l
√
LlCl

, one can express L and C in terms of Ll and Cl as

C =
Cll

2
, (4.11)

and

L =
Lll

2π2
. (4.12)

The LCR model of the transmission line resonator gives one a simple picture of the

resonator properties. The input impedance should be strongly peaked near resonance, with

a maximum value given by Z0/αl and bandwidth ω0αl/π.

4.3 Capacitively coupled transmission line resonator

The advantage of the LCR model is that it simplifies the analysis of coupling the res-

onator to input and output lines. When the transmission line resonator is coupled to the

macroscopic world with some coupling capacitance, we must consider its loaded QL. For

quantum measurements, a high loaded quality factor QL is required. Here QL is controlled

by capacitive coupling to the input and output lines and is given by [69,70]

1

QL
=

1

Qint
+

1

Qext
, (4.13)

where the internal quality factor Qint = ω0RC = π/αl, and the external quality factor is

given by

Qext = ω0RextCext, (4.14)

with

Rext =
1 + Z2

0C
2
κω

2
0

2Z0C2
κω

2
0

and Cext =
Cκ

1 + Z2
0C

2
κω

2
0

(4.15)

where Cκ is the coupling capacitance to the macroscopic world.

Depending on Cκ, there are two regimes for capacitive coupling of the resonator. When

Cκ is small, QL ≈ Qint, and the resonator is undercoupled. In this regime, QL saturates at

the internal quality factor, which is determined by the intrinsic losses of the resonator. The

resonator can be used to store photons on a long time scale. When Cκ is relatively large,
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QL ≈ Qext, and the resonator is overcoupled. In this regime, it is possible to engineer the

QL for fast measurements of a qubit state.

4.4 Coplanar waveguide resonator

Superconducting coplanar waveguide (CPW) resonators have a wide range of applica-

tions such as radiation detectors in the optical, UV and X-ray frequency ranges, and in

quantum information and quantum optics experiments. It is an ideal candidate for a phys-

ical realization of the transmission line resonator. The CPW ground lies in the same plane

as the center conductor, which is ideal for our wire bond and surface mount components.

Also, as a standard technique in microwave engineering, one can adjust the lateral scale of

the center conductors and gaps while keeping the impedance unchanged.

S

a
b

b

h

aS

(a)

(b)

Substrate

Figure 4.2. Sketch of a coplanar waveguide with a well defined ground.

As shown in the Fig. 4.2, the resonant frequency f0 of a full-wave CPW is given by [41]

f0 =
c

λ0
√
ϵeff

=
c

l
√
ϵeff

. (4.16)

Here, the effective permittivity ϵeff and the impedance of the CPW depend on the geometry.

They are given by:

ϵeff =
1 + ϵrK̃

1 + K̃
(4.17)

and

Z0 =
60π
√
ϵeff

(
K(k)

K(k′)
+

K(k1)

K(k′1)
)−1, (4.18)

where K is the complete elliptic integral of the first kind,
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k = a/b, (4.19)

k′ =
√

1− k2, (4.20)

k1 =
tanh(πa4h )

tanh(πb4h)
, (4.21)

k′1 =
√

1− k21, (4.22)

K̃ =
K(k′)K(k1)

K(k)K(k′1)
, (4.23)

and ϵr is the relative dielectric constant of the substrate with height h. Here a is the width

of the center conductor, s is the gap width, and b = 2s+a. The ground plane should extend

more than 5b on each side of the gap for reasonable coplanar wave guide analysis. Cl and

Ll are given by

Ll =
µ0

4

K(k′)

K(k)
, (4.24)

and

Cl = 4ϵ0ϵeff
K(k)

K(k′)
. (4.25)

For our current CPW design, a = 10µm, s = 4µm, b = 18µm, and ϵeff = 5.05, giving

Cl = 1.5× 10−10F/m, C = 2pF, Ll = 3.76× 10−7H/m, L = 0.5nH and λ = 26.7mm.

4.5 Introduction of a DC bias into a high Q microwave cavity

This section introduces a new waveguide design in order to introduce a DC voltage or

current bias into a transmission line without significantly disturbing the cavity modes or

degrading its quality factor. [5] The DC biasing scheme is shown in Fig. 4.3. Two sections of

λ/2-long transmission lines that form two bias “T” junctions are added to the original main

full-wave resonator at points (red dots) a distance λ/4 away from either end. These points

are located at the voltage nodes (current antinodes) and are the low impedance points on

the line. The DC voltage or current source is then applied via spiral inductors attached to

the λ/2 transmission line. An S-SET will be located at the high-impedance point (black

dot) at the center of the resonator.
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Figure 4.3. Scheme for introducing a dc bias into a high-Q microwave cavity of length λ.
The bias is introduced via inductor L attached via λ/2 lengths of transmission to the two
low-impedance points (red dots) on the main resonator. An S-SET would be located at the
high impedance point (black dot) at the center of the resonator.

To simplify analysis, we first assume the transmission line is almost lossless. From Eq. 4.7

and for an attenuation constant α = 0, the input impedance of a lossless transmission line

terminated in an open circuit is given by

Zin = Z0 coth iβl = −iZ0 cothβl. (4.26)

If the length of the line is either λ/4 or 3λ/4, Zin = 0. At one of these low impedance

points, looking at either end of the transmission line, it is a short. In order to maintain

the conditions after adding the dc feedline, the impedance of the dc feedline at the low-

impedance point should be as large as possible. To achieve this, we use a λ/2 length of

transmission line terminated in a spiral inductor. The impedance of a lossless transmission

line terminated in a load ZL is given by

Zin = Z0
ZL + iZ0 tanβl

Z0 + iZL tanβl
. (4.27)

When l = λ/2, Zin = ZL, indicating that a half-wave line does not change the load

impedance. At one of the bias “T” junctions, neglecting the other section of half-wave
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line and looking toward either end of the main line, one sees a short in parallel with the

inductor impedance ZL = iωL. Therefore, the total impedance is not changed by adding

the DC feedline and the cavity should remain unchanged.

4.6 S-SET in circuit QED architecture

(a)

(b) (c)

Figure 4.4. (a) Optical image of a 5GHz coplanar waveguide resonator with DC bias
introduced. (b) The magnified region indicates the place S-SET is located. (c) Scanning
electron micrograph of an S-SET.

We embed the S-SET in a full-wavelength coplanar wave guide cavity with the intro-

duction of the DC bias as shown in Fig. 4.4. The S-SET is located at the center of the

resonator with its source connecting to center conductor line and drain connecting to the

ground plane of the CPW.

A simplified classical model of the cavity-SSET system is illustrated in Fig. 4.5 with the

S-SET biased in the vicinity of zero bias. [71] We assume the S-SET only interacts with

one mode of the cavity and that all other modes and their coupling to the environment can

be modeled as a resistance. We still treat CPW as a parallel LCR, assuming the double
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Figure 4.5. Model of cavity-SSET system.

junctions of the S-SET are symmetric and have the same critical current Ic and capacitance

CJ . The model assumes that the spiral inductor Lb is a few tens of nH, the inductance of

the main waveguide line L is a few nH, capacitance of CPW C is a few pF, the capacitance

of Josephson junction CJ is a few hundred aF and the capacitance of gate coupling Cg ∼

10 aF. These values satisfy the relations Lb ≫ L and C ≫ CJ ≫ Cg.

From Kirchoff’s law, we have [71]

¨̃γ+ +Q−1 ˙̃γ+ + γ̃+ = F0 sin(ωdτ̃ + γ̃+) cos γ− (4.28)

and

ηJ γ̈− = F0 sin γ− cos(ωdτ̃ + γ̃+)− ηg
˙̃Vg. (4.29)

Here γ± = (φ1 ± φ2)/2, φ1 and φ2 are the phases across Josephson junctions, Q is the

quality factor, the dimensionless force amplitude is

F0 = π
2LIc
Φ0

, (4.30)

and the dimensionless driving frequency is

ωd =
L

Lb

2eVdc

~ω0
. (4.31)

Also, ηJ = CJ/C, ηg = Cg/C, and Ṽg = eVg/~ω0. For small force amplitude and driving

frequency close to the LHS oscillator frequency, ωd ∼ 1, Eq. 4.28 acts like a driven, damped
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harmonic oscillator. Plugging in the parameters of our CPW design, for Vdc = 50µV, the

spiral inductor should be around 3nH. Eq. 4.29 describes the internal phase fluctuation of

the S-SET. For typical force amplitude F0 ∼ 0.1 and a high Q, we have F0Q ≫ 1 and the

system is strongly nonlinear.
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CHAPTER 5

EXPERIMENTAL TECHNIQUES

This chapter briefly reviews some sample fabrication techniques, fridge setup, sample

wiring, CPW sample box design and RF-SET measurement techniques.

5.1 Fabrication techniques

Two general methods of patterning mesoscopic devices are photolithography and elec-

tron beam (e-beam) lithography, with resolution of several µm and a few tens of nm, re-

spectively. Due to their difference in resolution, we use e-beam lithography for the on-chip

matching network and both methods for the SET-high Q cavity. For the first step, the

CPW is fabricated by photolithography with minimum feature size of about 5µm. An SET

is then fabricated in the center of the CPW by e-beam lithography.

Photolithography

The technique of photolithography remains critical in the semiconductor industry. It

is a process of using UV light to transfer geometric shapes on a mask to the surface of a

semiconductor wafer. In general, it involves five steps: (1) coat a sample with photoresist

and bake it; (2) expose the resist to UV radiation; (3) develop the pattern; (4) remove the

unexposed part; (5) lift off the resist; and (6) deposit metal. A typical sequence of steps for

producing a 5GHz CPW is as follows:

1. Cleave a 1.5cm× 1cm piece of Si from the wafer.

2. Sonicate the samples in Acetone for 3min, Methanol for 1min and DI water for 1min.

3. Blow dry with N2 gas and bake at 1150C for 2 min.

4. Spin LOR5A at 4000 rpm for 1 min.
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5. Bake at 1950C for 10 min.

6. Spin S1813 at 4000 rpm for 1 min.

7. Bake at 1150C for 2 min.

8. Expose in hard contact mode for 12s.

9. Develop in MF-319 for 120s.

10. Postbake at 1150C for 2 min.

11. Reactive Ion Etching (RIE) descumming at 100mT, 25W for 1min. (O2 flow rate ≈ 13

sccm).

12. E-beam evaporate 200nm Al with deposition rate ≈ 0.5nm/s.

13. Lift-off in N-Methyl-2-pyrrolidone (NMP) and followed by ultrasonic agitation.

The CPW structure is generated by exposing a bilayer positive photoresist (600nm LOR5A

and 1.2µm S1813) through a mask with photolithography. The bonds of molecules for a

positive resist are broken easily with UV light and then removed by the developer, MF-319.

We put the lower sensitivity resist (S1813) as the upper layer and the higher sensitivity

resist (LOR5A) as the lower layer. In this geometry, we can obtain an undercut with the

shape of the pattern determined by the upper layer.

Fig. 5.1 illustrates the simplified schematic diagram of the photolithography steps with

bi-layer photoresist. This method avoids the direct contact of metal and the photoresist

and makes the liftoff process much easier.

Reactive ion etching (RIE)

Reactive ion etching (RIE) is an etching technology widely used in microfabrication. It

involves the introduction of gas in an electric field to form a plasma whose constituent ions

react with the material to be removed. Different gases and operating parameters are set for

different materials. We use it to break down any resist residue left after development and

leave the unexposed resist intact. When operating the RIE, we run it twice. The first run

55



UV

LOR5A
S1813

Aluminum

(a) (b)

(c) (d)

Figure 5.1. Schematic diagram of the bi-layer photolithography process.

is to calibrate the system for the resist descumming, the second run is for the real sample.

Generally, each RIE procedure involves five steps: (1) put the sample in the chamber and

evacuate the chamber; (2) turn on the gas flow; (3) wait for gas pressure to stabilize; (4)

expose the sample; and (5) take out the sample after venting the chamber.

E-beam lithography

E-beam lithography is widely used as a standard technique for device fabrication in nan-

otechnology and integrated circuits. Different from photolithography, e-beam lithography

involves scanning a beam of electrons in a predesigned pattern across the surface of the

semiconductor wafer covered with e-beam resist. This technique beats the diffraction limit

of light for photolithography and allows fabrication of structures on nanometer scales.

The e-beam lithography utilized in this research involves using special software (NPGS

and Design CAD2000) and hardware attached to a commercial SEM. Fig. 5.2 shows a

simplified schematic of a SEM/NPGS system. We draw the pattern in Design CAD2000

and generate the run file in NPGS. The commands are set in the run file for controlling the

electron beam to write on a designed pattern.
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Figure 5.2. A schematic of electron-beam lithography system.

At Dartmouth College, we use a FEI XL-30 ESEM for e-beam lithography. The reso-

lution of the system is around 20nm. For fabricating the SET, a positive resist is used. A

large undercut generated by a bi-layer e-beam resist enables us to use shadow evaporation

to fabricate the SET.

Alignment

As shown in Fig. 4.4, our design requires accurate positioning of the SET. Misplacement

of 2µm will connect the SET and the gate to the ground plane of the CPW. When drawing

the SET by e-beam lithography, it is not practical to scan at the center of the waveguide

to determine the correct position since overexposure will damage the e-beam resist. An

alternative method is to draw several alignment marks and use them to identify the center

of the CPW. On the waveguide photomask, we added three pairs of alignment marks with

different magnifications around the center. Each pair has four marks at four corners. We

also constructed the same patterns in Design CAD2000 and generate the NPGS run file.

After we have identified the center, we run the NPGS file for the largest pair of alignment

marks first. This exposes the alignment marks region only. We then move the sample’s

stage to adjust the position of the real marks made by photolithography to overlap the

alignment marks drawn with NPGS without exposing of the center region of the CPW, as
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Figure 5.3. Schematic drawing of the alignment process. Only the white areas in the
windows are exposed in this process.

illustrated in Fig. 5.3. After obtaining good overlap, we choose a smaller pair of alignment

marks and follow the same procedure for a more accurate alignment.

Evaporation

Shadow evaporation is the most widely used technique for fabricating an SET out of

Al/AlOx/Al films. As illustrated in Fig. 5.4, the idea is to evaporate the same pattern twice

with aluminum by tilting the sample mount at different angles and oxidizing the aluminum

between these two evaporations. After the evaporation, part of the shadows will overlap,

with an oxygen layer between the two to form the two ultra-small tunnel junctions of the

SET. The oxide thickness is controlled by adjusting the oxygen pressure and oxidization

time.

Experimentally, we evaporated twice with aluminum for the S-SET/LC resonator for

the following reasons. For the resonator, shadow evaporation and oxidization should be

avoided. Also, using an ultra thin aluminum film lead to issues with skin effect and kinetic

inductance; the spiral inductor should be made thicker than the film of the SET. Empirically,
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Figure 5.4. Schematic illustration of double angle shadow evaporation.

a 50nm film is required for the spiral inductor. Experimentally, we use the aluminum foil

to cover the SET (spiral inductor) when evaporate the spiral inductor (SET).

The shadow evaporation is implemented in our thermal evaporator. The standard ther-

mal evaporation technique consists of heating a tungsten boat or basket loaded with material

to be deposited. The material vapor condenses in the form of ultra thin film on the cold

substrate and the vacuum chamber. The evaporation is done at low pressure in the rage of

10−6 Torr or lower to avoid a reaction between vapor and atmosphere.

In order to deposit a thick film (120 nm) required for the CPW, we use an e-beam

evaporator instead of the thermal one due to its efficiency and larger deposition capacity.

Unlike the thermal evaporator in which the source is melted by conduction from a resistive

heater, an e-beam evaporator exposes the source material to a beam of electrons that

directly heat it by irradiation. An e-beam evaporator can generate a higher and more

stable evaporation rate than can a thermal evaporator.
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5.2 SET fabrication improvements

The physical size of the SET makes the fabrication a challenge, particularly for an SET

with a good charge sensitivity.

Burn hole technique

Figure 5.5. Scanning electron micrograph of a typical burning hole.

A typical junction size for the SETs we make is approximately 40 × 60nm2, which ap-

proaches the resolution of the FEI XL-30 and makes the yield a major concern. Empirically,

we find a good e-beam focus on the substrate is critical. In order to improve it, we put

silver paint at the edge of the wafer and focus on it first, then we move the e-beam very

close (usually 100µm) to the place for drawing the SET. We turn on the beam, set a very

large beam current (≈ 5nA) to the spot size mode and expose the resist for 15 seconds.

The result is a visible hole in the remainder of the burned resist as shown in Fig. 5.5. We

focus on the hole with a very large magnification to avoid overexposure a larger area. A

clear image of the hole usually indicates a good focus on the region where the SET is located.

Evaporation and oxidation

In general, we can improve the S-SET’s charge sensitivity by adjusting: (1) the S-SET

junction resistance; (2) the charging energy of the S-SET; and (3) the superconducting

gap of the S-SET. Usually, a lower junction resistance allows higher order tunneling events
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and generates a larger gate modulation current in the sub-gap region. A larger current will

produce a measurable intrinsic noise from the SET. Experimentally, the resistance is lowered

by either reducing the oxidation pressure and time or by fabricating larger tunnel junctions.

We can also increase the current in the sub-gap region by increasing the superconducting gap

Copper tube 

feedthrough

for LN
2
 

Vacuum bell jar

Source

Sample holder

Figure 5.6. Liquid nitrogen cooled sample holder of a thermal evaporator.

of the S-SET. To do so, we tried both pure oxygen doping [72] and thin film evaporation

using a liquid nitrogen cold stage. [74,75] For oxygen doping, the pressure required to

increase the gap size noticeably was so high (10−5mbar) that the resulting aluminum films

had a high resistance. Even worse, the results were not very consistent. An alternative

method is to add a liquid nitrogen cold stage to the thermal evaporator. We reduced the

Al film thickness from 20nm to 7nm, which increased the gap size by 20% in a reproducible

fashion. Fig. 5.6 shows the design of the liquid-nitrogen-cooled sample holder for the thermal

evaporator. The copper liquid nitrogen feedline goes into the bell jar through a vacuum

feedthrough. Part of the copper liquid nitrogen tube is twisted into a spiral and firmly

soldered to the sample holder for a good thermal contact. Each time before evaporation, we

turned on the liquid nitrogen flow and controlled its speed. After 20 minutes, the sample

holder was cooled to a very low temperature. When the evaporation is finished, we vent

the bell jar partially with N2 and wait about 20 minutes to warm up the the cooled stage

to avoid water vapor accumulating on the sample and the bell jar.

61



5.3 Cryogenic

The on-chip matching network measurements were implemented in an Oxford Heliox

ACV pulse tube cooler and a 3He fridge at around 300mK. The circuit QED measurements

will be implemented in an Oxford Kelvinox 100 dilution refrigerator with base temperature

around 20mK.
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Figure 5.7. Simplified schematic diagram of Oxford Heliox-ACV refrigerator.

Heliox ACV refrigerator

The Heliox ACV refrigerator combines a two stage pulse tube cryocooler (PTC) with

a 3He insert. A base temperature at around 300mK makes it useful for many mesoscopic

applications. Unlike the dilution refrigerator, the Heliox ACV does not consume any liquid

helium and is also easy to operate and maintain. In our lab, we found this to be an useful

tool to pre-screen LC resonators and QDs.

The PTC stages provide the main cooling power. With the two PTCs working together,

the Heliox ACV can be cooled down to around 2.5K. At this temperature, pressurized 3He

in the closed system is liquified. By evaporating liquid 3He with an absorption pump, base
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temperature is reached. For more operational details of Heliox ACV refrigerator, please see

Timothy Gilheart’s thesis. [73]

The refrigerator will keep the base temperature for about 60 hours until all liquid 3He

is evaporated. The warmed system can be recovered by the 3He gas in about 2 hours.

Oxford Kelvinox 100

Dilution refrigerators are widely used for ultra low temperature experiments. Its refrig-

eration process uses a mixture of two isotopes of He, 3He and 4He, to reach temperatures

as low as 5mK.

3He rich phase

3He dilute phase

sample holder

3He diffuse 

across boundary

mixture return3He pumped 

Figure 5.8. A 3He/4He mixture separates into two phases at low temperatures. Pumping
on the 3He dilute phase induces 3He to diffuse across the phase boundary to cool the sample.

If we cool any 3He/4He mixture with more than 6% 3He concentration to a very low

temperature, the mixture will separate into two phases. The lighter phase is almost pure 3He

and is regarded as the concentrated phase. The heavier phase is rich in 4He, and is regarded

as the dilute phase, having 6% of 3He even when approaching absolute zero temperature.

Fig. 5.8 shows the separation of concentrated and dilute phase. When one pumps on the

dilution phase, the 3He is removed and the balance in the dilute phase is broken. This

causes the 3He in the concentrated phase to diffuse into the dilute phase. Latent heat is

removed in this process and the sample holder attached to the phase mixture will be cooled
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down. 3He pumped from the dilute phase is returned to the dilution refrigerator via the

condenser. The whole process can run continuously until the base temperature is reached

around 15mK for our Kelvinox 100.
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Figure 5.9. Cabling of Oxford Kelvinox 100 Dilution Refrigerator.

5.4 Cable setup

We modified our cable setup of Kelvinox 100 to implement the transmission measure-

ment of the CPW. As shown in Fig. 5.9, the RF input line connects directly to one end of

the CPW RF line. Attenuators are attached to the input line to adjust the amplitude of

the input carrier wave and filter out noise. On the output line, we installed a high electron

mobility transistor (HEMT) with a noise temperature about 7K at a very low temperature.

Two circulators are installed between the HEMT amplifier and the CPW. These provide
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protection for the HEMT and reduce noise injected from the HEMT into the CPW. The

HEMT output is fed to a Lucix room temperature amplifier for further amplification. The

Cu powder filter and π filter are installed in the DC lines to eliminate high frequency noise.

The input RF transmission line is made by semi-rigid stainless steel coaxial cable which

has the lowest thermal conductivity to cut the thermal link between different stages. The

output RF line, specifically the lines from circulator to the HEMT are made by supercon-

ducting niobium cables. It has negligible loss and zero heat conductance below 9K and

guarantees the minimum loss of the intrinsic noise from the S-SET and minimum thermal

link. The cable from the CPW to the circulator is made by semi-rigid copper coax for the

purpose of low-loss.
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Figure 5.10. Cabling of Oxford Heliox ACV 3He Refrigerator.

The reflection measurement setup on Heliox ACV is useful for measurements of on-chip

superconducting matching networks as illustrated in Fig. 5.10. A directional coupler is
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installed on the second PTC stage to change the direction of the RF signal and separate

the input and output RF lines. A bias tee is added to isolate the DC and RF lines for the

purpose of applying DC and RF signal to the LC resonator simultaneously. The HEMT,

circulator and directional coupler are installed on the second stage PTC, which has a larger

cooling power than 3He pot. Since the 3He pot has very limited cooling power, an ultra

thin copper shield with a low thermal mass is made to eliminate microwave radiation to the

sample.

(a)

(b)

RF line
DC line

Figure 5.11. Copper box design for the coplanar waveguide.

5.5 CPW sample box design

In order to carry out the CPW measurements at 5GHz, we designed a copper box for

reducing microwave radiation. As demonstrated in Fig. 5.11, the waveguide is mounted on

a PCB board. The PCB board designed to have a well-defined ground plane and 7 DC, 2

RF lines. The DC lines are for the gate and source drain of the S-SET. We put 2K and 10K

resistors on the DC gate line and source drain line respectively to protect the SET from
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Figure 5.12. Schematic diagram of DC bias line.

electro static discharge. Fig. 5.12 shows the schematic diagram for the DC bias line. A

10Ω surface mount resistor is soldered on the PCB board and wire bonded to the DC line.

The two resistors serve as a voltage divider to easily allow application of small voltages to

the SET. The PCB board is mounted firmly in the copper box with screws to provide a

good thermal contact. The copper box is then attached firmly to the sample mount with

screws. The size of the box is designed to fit the sample mount. More importantly, the

self-resonance of the box, which depends on its size, is far from CPW’s resonant frequency

of 5GHz. Two side holes are for the SMA connectors and small holes on the top cover are

the feedthroughs for DC lines. After wire bonding from the CPW to the PCB, we screw

the PCB to the box and cover the box with screws, shield the box with aluminum tape and

mount it to the dilution refrigerator.

5.6 SET characterization

In this section, both DC and RF measurements are briefly introduced. For the DC

component, we measured the SET current I and the differential conductance Gd versus

source drain bias Vsd and offset charge Vg. We also introduce a method for improving the

measurement of Gd. For RF measurement, we introduce a method of identifying f0 for the
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resonator and the charge sensitivity measurement of the RF-SET.
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Figure 5.13. Schematic diagram of DC measurement of the SET.

The SET current in the sub-gap region is around several nA, which requires high pre-

cision measurement electronics. In our lab, we made our own high gain, low noise current

and voltage amplifiers. The DC offset is provided by a homemade voltage reference. All

the homemade electronics are battery powered to reduce the noise from AC power supply.

For the differential conductance measurement, we use the Signal Recovery 7225DSP lock

in amplifier to provide a low frequency (11Hz), small AC wiggle (≈ 15µV ) and measure

the current dI across the SET. The data acquisition are all computerized with the Labview

program to control National Instruments DAQ (NI-DAQ).

For I − V measurement, we use the homemade voltage sweep box for a rough scan

first and NI-DAQ generated Vsd for data acquisition. Since the circuit diagram of I − V
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measurement is the simplified version of Gd measurement, we only illustrate the latter. As

shown in Fig. 5.13, a DC bias from the NI-DAQ and an AC wiggle from the Signal Recovery

7225DSP lock-in amplifier are connected to a homemade opto-isolator. Both the NI-DAQ

and lock in amplifier are AC powered and regarded as “dirty ground”, while our homemade

electronics are battery powered and regarded as “clean ground”. The opto-isolator is used

to isolate the two different grounds. Based on the same idea, the gate voltage Vg, generated

by NI-DAQ, is also applied to the gate of the SET through an opto-isolator. After a voltage

divider, Vsd and dV are applied to the SET by a summing amplifier. The current amplifier

is floated and buffered by a AD795 voltage amplifier which changes the floating current amp

to a single end setup. Vg, the amplified ISET and Vsd, are recorded by the computer. dI, dV

and the phase are measured with the lock in amplifier for measuring Gd. The I − V curve

is obtained without applying an AC wiggle from the lock in amplifiers, and no summing

amplifier is needed. Vg is applied to vary the S-SET offset charge.

Gd calibration

As we mentioned in chapter 3, a reliable measurement of Gd is essential in calibrating the

matching network and analyzing the quantum noise. In our setup, we have extra resistance

from the small microwave cables and 2K resistance in DC line. Also, there is some shunt

V
ac

G
w

C

G
d

VA

OPA 128

AD795

VA CA

VA-Homemade voltage amplifier  CA-Homemade current amplifier

Figure 5.14. Schematic diagram of Gd calibration, including serial conductance Gw and
parallel capacitance C.

capacitance from BNC cables and lock in amplifier, etc. The value of these capacitances
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is derived from the phase measurement. Fig. 5.14 shows the simplified circuit diagram

considering the extra wiring conductance Gw and shunt capacitance C. We have

Gmeas =
dImeas

dVmeas
=

Gw(iωC +Gd)

Gw + iωC +Gd
(5.1)

in which Gmeas is the measured differential conductance. Rewriting this we have

Gd =
GmeasGw − iωC(Gw −Gmeas)

Gw −Gmeas
. (5.2)

From |Gd|2 = GdG
∗
d, we have

|Gd|2 =
|Gmeas|2G2

w − 2ωCG2
wImGmeas + ω2C2(G2

w + |Gmeas|2 − 2GwReGmeas)

G2
w + |Gmeas|2 − 2(ReGmeas)Gw

(5.3)

In order to determine Gw and C, we DC bias the SET in the center of the Coulomb Blockade

region, where Gd ≈ 0. We then have

Gw =
Im2G0

meas +Re2G0
meas

ReG0
meas

, (5.4)

and

ωC =
Im2G0

meas +Re2G0
meas

ImG0
meas

, (5.5)

where G0
meas is the measured differential conductance of the SET at the center gap. From Eq

5.4 and Eq 5.5, we get Gw ≈ 4.2×10−4S and C ≈ 1.6µF experimentally. Since Gw ≫ Gmeas

in general, a good approximation to Gd is given by

|Gd|2 ≈
Gw(|Gmeas|2 − 2ωCImGmeas)

Gw − 2(ReGmeas)
+ ω2C2 (5.6)

RF-SET characterization

In this section, we focus on the method of identifying the resonant frequency f0 of the

LC resonator and measuring the charge sensitivity of the RF-SET.
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Resonant frequency f0 of the RF-SET

In our simplified lossless model, the reflection power from the LC resonator changes

most with Gd at f0, which provides a direct way to identify f0. The reflection power is

measured with an Agilent 8753 transmission and reflection network analyzer. As shown

in Fig. 5.10, the RF input port of the 3He fridge is connected to the RF output of the

network analyzer where it generates a scanning wave from 300KHz to 3GHz. Depending on

the impedance matching, part of the signal will be reflected from the resonator, transferred

through the bias tee, to the directional coupler, then amplified by the HEMT, the room

temperature amplifier and finally measured with the network analyzer. We usually bias

the SET at the center of the gap and in the above gap regime where the values of Gd are

quite different. From the network analyzer, one can find the maximum difference of the

reflected power in the frequency domain at certain frequency, which is f0. Based on our LC

design, we find a very sharp dip in the reflected power for SETs with 25kΩ at f0, indicating

that almost all the power is transmitted to the tank circuit. In contranst, at the center of

the gap (Gd ≈ 0), we find Γ ≈ 1, indicating the power being totally reflected. For these

measurements, we have to cool the sample below the critical temperature of aluminum. At

high temperatures, our matching network is not superconducting and the lossless model

is invalid. Also, the normal SET will act like a normal resistor at room temperature and

there is no change in the reflection signal at different source drain bias. Usually, a dip in

the reflection signal does not always indicate the f0 of the resonator.

Charge sensitivity of RF-SET

As one of the most important parameters for a charge detector such as RF-SET, charge

sensitivity (δq) describes the lowest required signal that can be discriminated from the

noise floor with a signal to noise ratio (SNR) equal to 1. For example, a SET with δq =

1× 10−5e/
√
Hz means it can detect a charge of 1/100000e in one second.

In our experiment, δq is measured with a spectrum analyzer (Agilent E4408B) in the

frequency domain. For the measurement, we apply: (1) a DC source drain bias to S-SET in

the sub-gap region where is predicted to have a good δq; (2) a DC+AC wiggle to the gate

through a bias tee; (the AC wiggle with frequency fg is generated with a lock in amplifier or
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Figure 5.15. Illustration of charge sensitivity measurement.

Agilent 8648C signal generator) and (3) a carrier wave with the center resonant frequency

the same as the LC resonator frequency to the S-SET through a bias tee shown in Fig. 5.10.

The power in the reflected signal is monitored by the spectrum analyzer.

A small charge excitation results in two side peaks around the carrier wave, at frequencies

±fg from f0. For different Vsd and Vg, the S-SET will show different ∂Gd/∂ng, and the

height of side peak will change accordingly. As illustrated in Fig. 5.15, from the height of

the side peak, we can find the SNR, and calculate δq from:

δq =
∆Q√

2BW× 10SNR/20
, (5.7)

where BW is the resolution bandwidth of the spectrum analyzer and ∆Q is the ratio of the

wiggle’s amplitude to the period of Coulomb oscillation and is in units of e. The Coulomb

oscillations are measured by fixing a DC bias in the sub-gap region and scanning Vg. A
√
2

in the denominator accounts for the two side peaks while we only need one to extract the

information.

Many theories focus on the improvement of δq for the normal SET, but few for the S-

SET. Experimentally, δq is very sensitive to Vg, Vsd, the size of charge modulation, etc. We

adjust these parameters to get the largest SNR with a fixed ∆Q and bandwidth. However,

since δq is an intrinsic property of the S-SET, there should be some “particular” S-SET

whose δq approaches the theoretical limit. Our research also involves a lot of fabrication

work in finding these “particular” S-SETs including fabricating the asymmetry S-SET.

72



Eq.(3.43) gives us some hints. In general, a larger ∂Gd
∂Q will lead to a smaller δq. Intuitively,

since Gd also affects the working conditions of the RF resonator, how well the SET responds

to the offset charge on the SET island indicates how sensitive it is as a charge detector.

The S-SET quantum noise measurement setup is similar to that for measuring δq. In-

stead of adjusting the settings of the spectrum analyzer manually, we connect spectrum

analyzer to the computer using GPIB. The computer carries out a band power measure-

ment on the spectrum analyzer with a Labview program. All the scanning including Vsd,

Vg and data acquisition are computerized as well to minimize interruption.
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CHAPTER 6

EXPERIMENTAL RESULTS

This section presents some experimental results including the RF-SSET characteriza-

tion, on-chip matching network calibration, intrinsic quantum noise measurement, electrical

amplifier calibration for the S-SET, and CPW characterization.

6.1 The S-SET characterization

Experimentally, we increase the superconducting gap of the S-SET by evaporating ultra

thin film of aluminum.

I
S
E
T
(n
A
)

40

20

0

-20

-40

V
sd
(mV)

-2 -1 0 1 2

A
B

Figure 6.1. I − V curves for S-SETs with different island thickness. Top to bottom:
25nm (blue), 7nm (red) and 5nm (black). Curves for 25nm and 5nm shifted vertically for
illustration purposes. Points A and B are two different source drain bias for gate modulation
as shown in Fig. 6.3.

Fig. 6.1 shows I − V curves for three S-SETs with different island thickness. ISET is

measured by scanning Vsd for different Vg. From top to bottom, the thicknesses of the

islands are 25nm, 7nm, 5nm and the measured values of ∆ are 190µeV, 240µeV, 302µeV,

which agree very well with other group’s results. [75] Experimentally, a 7nm film is a good
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choice since it satisfies: (1) a large ∆; and (2) EC > 2∆
3 for a significant DJQP and JQP

feature. We also found that the I−V curve for the 5nm S-SET shows asymmetry at positive

and negative biases, indicating the asymmetry of the two tunnel junctions.
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Figure 6.2. Supercurrent of S-SET near zero bias for different Vg.

All data shown below is from one of the 7nm S-SETs. It’s normal state resistance was

27kΩ and its charging energy Ec = 237µeV as measured by the location of the DJQP peak

at eVsd = 2Ec. The Josephson coupling energy EJ is given by

EJ =
∆i∆l

2(∆i +∆l)

h/e2

Rn
≈ 51µeV, (6.1)

∆i and ∆l are the superconducting gap size for the island and lead and are determined

by the film thickness. (In double angle shadow evaporation, we deposit 7nm for the island

and 30nm for the lead.) The 7nm S-SET shows a clear supercurrent feature at zero bias,

which is illustrated in Fig. 6.2. The maximum current is around 0.4nA and the differential

conductance is around 1.4×10−5S near zero bias. Theoretically, the maximum conductance

at zero bias is given by [76]

Gd = RKf2(Ec/∆)/8Meff(R
2
T1

+R2
T2
) (6.2)
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Figure 6.3. Coulomb oscillations of the S-SET at (a) DJQP, (b) Supercurrent region.

where f(x) = 2 arccos(−x)

π(1−x2)1/2
and Meff is a material parameter which refers to the number

of effective conduction channels through the junctions. RT1 and RT2 are two junction

resistance. The I−V curve in Fig. 6.1 and the differential conductance in Fig. 6.4 indicate a

very good symmetry and each junction resistance is approximately 13.5kΩ. The differential

conductanceGd we measured at zero bias indicatesMeff = 93, a reasonable value considering

the granularity of the films.

At zero bias as shown in Fig. 6.3, when the S-SET is biased at point A in Fig. 6.1, the

supercurrent has an oscillation of 2e period. The tunneling process only involves the Cooper

pairs and does not require extra source drain bias. The 2e period is due to electron’s even-

odd parity effect on the SET island. The periodicity disappears as we raise temperature

from 300mK to 800mK and the supercurrent is washed out by thermal fluctuation. When

we bias the S-SET at the DJQP, such as point B in Fig. 6.1, it shows the e-periodic Coulomb
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Figure 6.4. Gd for the S-SET versus Vsd and ng. NDC is visible for Vsd and ng in the
vicinity of the supercurrent and the DJQP cycle. Cooper-pair resonance 0 ↔ 2 and 1 ↔ −1
are shown as the dashed lines; the DJQP cycle occurs at their intersection.

oscillation as shown in Fig.6.3(a). At this spot, both Cooper pairs and quasiparticles are

involved in the transport process.

We use standard lock-in techniques to measure Gd versus dc source-drain bias Vsd and

island charge number induced by the gate, ng = VgCg/e by applying a small ac voltage Vac

(15µV at 11Hz) in addition to Vsd. As shown in Fig. 6.4 [4], Gd is 2e periodic in ng, showing

a supercurrent at ng = 0, 2, .... The two dotted lines refer to the Cooper pair resonances

0 ⇔ 2 and 1 ⇔ −1. The resonance condition for J1 (junction one) is given by the line
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Figure 6.5. Amplitude-modulated reflected power for a charge modulation of 0.01e at
100kHz. The lower curve is the noise floor of the amplifier chain for I = 0.

(C2 + Cg)Vsd = e(ng − n+ 1) (6.3)

and for J2 (junction two) by the line

C1Vsd = e(n− ng). (6.4)

The intersection of these lines gives the location of the DJQP resonance peak. Fitting the

Cooper-pair resonance lines to the data in Fig. 6.4 allow us to determine C1(2) =174 (160)

aF and Cg = 11 aF. Interestingly, there are several places in the Vsd − ng plane at which

Gd < 0, as shown in the blue part in Fig. 6.4. At these points, the S-SET exhibits negative

differential conductivity (NDC). NDC is also clearly visible in Fig. 6.1, as decreasing current

with increasing bias just past the DJQP current maximum. The NDC regions are associated

with Cooper-pair resonances, occurring on the high-bias side of both the supercurrent and

the DJQP features.

Fig. 6.5 shows a charge sensitivity measurement for the RF-SSET. We measured the

amplitude-modulated reflected power for a charge modulation of 0.01e at 100kHz. The lower
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black curve is the noise floor of the amplifier chain for I = 0. We find δq ≈ 1.7×10−6e
√
Hz.

If the noise contribution of the HEMT amplifier is excluded, we find an intrinsic charge

sensitivity δq ≈ 0.76× 10−6e
√
Hz.

6.2 On-chip superconducting resonator for noise calibration
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Figure 6.6. Scanning electron micrograph of an on-chip matching network prior to wire
bonding, with wire bonding to the coaxial feedline shown schematically. The inset shows
an electron micrograph of the SET.

One of the on-chip superconducting matching network designs is shown in Fig. 6.6. The

network is fabricated at the same time as the SET using e-beam lithography and double

angle Al evaporation. The number and spacing of the turns of the spiral inductor (linewidth

3µm, line spacing 20µm) determine its inductance L. The inset of Fig. 6.6 shows a scanning

electron micrograph of the SET with junction area about 40 × 60nm2. The center of the

spiral inductor is wire bounded with an Al wire to the central pin of a coaxial cable and the

ground lead of the SET is similarly bonded to the cable shield. Techniques for extracting

L and Cp from the reflected power measurement for different Gd were discussed in Sec.3.2.

We find L ≈ 169nH and Cp ≈ 0.14pF for an optimized 14 turn spiral inductor.

The calibration of the LC resonator is implemented at 300mK since f0 shifts at higher

ambient temperatures, as illustrated in Fig. 6.7. At temperatures above 1.2K, there is no

resonance since the inductor is not superconducting. When we vary the ambient temper-

ature from 1.1K to 0.5K, f0 shifts from 1.01GHz to 1.04GHz. This is due to the kinetic

inductance which depends strongly on the London penetration depth λL, describing the
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Figure 6.7. Resonance of the LC matching network for different ambient temperature.
From left to right, 1.1K (orange), 1.0K (red), 0.9K (blue), 0.8K (purple), 0.7K (green) and
0.5K (black).

depth at which supercurrents flow. As the ambient temperature decreases, λL decreases

and the kinetic inductance also decreases accordingly, which results in an increase of f0.

For temperatures below 500mK, λL is roughly constant and there is no further shift in f0.
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Figure 6.8. Noise power Pn at the output of the amplifier chain versus SET current I at
300mK (red), 0.9K (black) and 1.1K (blue). The yellow line is a curve fit to Pn for 300mK.
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In order to implement the quantum noise measurements on S-SET/resonator system,

we have to differentiate between the noise from the cryogenic amplifiers and the S-SET by

using the on-chip superconducting resonator. Fig. 6.8 shows the integrated noise power

Pn at the output of the amplifier chain versus DC current through the S-SET ISET. The

red, black and blue curves show Pn measured at 0.3K, 0.9K, and 1.1K. As can be seen

from Fig. 3.8, the total noise Pn which includes contributions from the S-SET, the HEMT

amplifier, and the circulator is given by: Pn = A(kBTHEMT + |Γin|2kBTcirc + PSET(I))∆f .

This expression is different from Eq. 3.44 since Pn is measured at the output of the amplifier

chain and the gain is considered. PSET(I) is the noise per unit frequency emitted by the

S-SET. This expression for Pn is significantly simplified over similar results in the literature

due to the presence of the circulator, which prevents noise emitted from the input of the

HEMT amplifier from reaching the sample, reflecting off it, and contributing to the total

output noise. Analysis of the contribution of this noise wave is complex, since it is usually

partially correlated with noise at the output of the HEMT amplifier. [77] A = 61dB is the

gain of the amplifier chain and is determined from the slope of the linear part of Pn versus

ISET, since in this regime PSET(I) is given by the expression

PSET(I) = 4(ω0/γT )
2Z0eISET. (6.5)

The measured gain agrees very well with that specified from the amplifier data sheet.

THEMT = 9.5K (which dominates the amplifier noise) was determined from the intersection

of the high-current linear asymptotes of Pn extrapolated back to I = 0. The circulator’s

contribution to this measurement was negligible, since |Γin|2 ≪ 1 for large I. Finally,

Tcirc ≈ 2.9K was found by measuring Pn at Vsd and ng in the subgap region such that I = 0

and subtracting the HEMT contribution to Pn. The derived noise temperature agrees very

well with the HEMT’s data sheet and circulator’s ambient temperature. To measure Γin,

we applied a very small carrier wave (-149dBm) and measured the reflected power. For

most bias voltages, the noise from the circulator is negligible given |Γin|2 ≪ 1. We also

found two noise peaks appearing near ISET ≈ 10nA, which are caused by the DJQP and

JQP tunneling cycles.
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6.3 Intrinsic quantum noise measurement

The regions of NDC have special significance for the quantum noise properties of the

S-SET. When the S-SET is biased above the DJQP resonance (blue detuning), Cooper

pairs must emit energy to tunnel. Similarly, when the S-SET is biased below the resonance

(red detuning), Cooper pairs must absorb energy as illustrated in Fig. 6.9. Furthermore, in

terms of the picture of resonator damping given above, if Gd < 0 we expect both γSET < 0

and |Γin| > 1. Physically, this negative damping corresponds to net emission of energy into

the resonator by the S-SET.

DJQP

resonance

V
sd

i

l i
l

photon

emission

photon

absorption

Figure 6.9. DJQP cycle. When the S-SET is biased in ng and Vsd so that Cooper pairs do
not have enough energy to tunnel on or off the island (that is, the S-SET is biased to the
left of both Cooper-pair resonance lines in Fig.6.4), a photon must be absorbed from the
resonator for tunneling to occur. Similarly, when the S-SET is biased so that Cooper pairs
have excess energy (to the right of both resonances in Fig.6.4), a photon must be emitted
during tunneling.

A quantum noise description of the S-SET is appropriate given the asymmetry of emis-

sion and absorption. We use an effective temperature description discussed in Sec.3.4 in

which the quantum noise is given by

SI(ω0) + SI(−ω0) = 4kBTSETCpγSET (6.6)

SI(ω0)− SI(−ω0) = 2~ω0CpγSET (6.7)

for ~ω0 sufficiently small compared with kBTSET.

Fig. 6.10(a) and (c) show the measured intrinsic noise PSET versus Vsd and ng at 300mK

and 900mK in the vicinity of the DJQP resonance on a logarithmic scale. The noise is

minimum for red detuning with respect to DJQP, and maximum for blue detuning. Here

we focus on the DJQP region for several reasons. First and foremost, an S-SET operated
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Figure 6.10. Noise and reflected power measurements. (a) PSET(Vsd, ng) at 300mK.
Cooper-pair resonances are shown by the dashed lines, and the center of the DJQP cycle
occurs at their intersection. Noise is maximal for blue detuning and minimal for red detun-
ing. (b) |Γin|(Vsd, ng) at 300mK. A small region for which |Γin| > 1 exists for blue detuning.
(c) At 900mK, PSET(Vsd, ng) is smaller in the blue-detuned region (in agreement with a less-
ening of NDC there for high temperature). The reduction of PSET in the red-detuned region
is more pronounced, and tracks exactly the Cooper-pair resonance lines. (d) Gd(Vsd, ng) at
300mK. The region of NDC corresponds nearly exactly to that for which |Γin| > 1 in (b).

near the DJQP resonance has been predicted to have the ideal balance of sensitivity and

backaction needed to approach the quantum limit. Second, near this cycle, the S-SET’s

quantum noise properties are expected to depend strongly on the SET bias Vsd and ng with

respect to this intersection. Last, δq of the S-SET is typically excellent here. Empirically,

we find the best δq for Vsd lying between DJQP and JQP.

Our measurements of the S-SET noise characteristic show excellent correspondence with

photon emission and absorption by the S-SET. We show this correspondence by measuring
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Figure 6.11. Quantum noise of the S-SET. (a) S-SET damping rate γSET. (b) S-SET effec-
tive temperature TSET at f0. Together, these give a complete and quantitative description
of the S-SET quantum noise.

|Γin| of the tank circuit over the same range of Vsd and ng, as shown in Fig. 6.10(b). For most

values of Vsd and ng, we found |Γin| < 1, indicating net absorption by the S-SET. However,

when the S-SET is blue detuned, there is a region for which |Γin| > 1, indicating emission.

Here the S-SET provides negative damping, returning more power to the resonator than is

delivered by the radio frequency excitation. Remarkably, therefore, as we measure |Γin| > 1,

we are directly measuring photon emission by Cooper pairs as they tunnel. Comparing this

to the S-SET conductance in the same region as shown in Fig. 6.10(d), we again see excellent

correspondence. The region of negative damping corresponds exactly to the region of NDC.

This is in accord with our expectation based both on the forms of γSET (Eq. 3.54) and Γin

(Eq. 3.29), and with the more sophisticated quantum noise view of Eq. 6.6 and Eq. 6.7.

The effective temperature TSET can be derived from measurements of PSET (see Eq. 3.46),

where γSET is determined from measurement of Gd. Results are shown in Fig. 6.11(a) and

(b) at 300mK. We found the tendency of the S-SET to either emit or absorb which is

measured by γSET and its degree of asymmetry which is measured by S-SET’s effective

temperature (TSET ∝ (SI(ω0) + SI(−ω0))/(SI(ω0) − SI(−ω0)) vary strongly with Vsd and

ng. For blue detuning where Cooper pairs must give off energy, we observe both negative

damping and a negative effective temperature. As illustrated in the figure, although TSET

is large in some areas, for most bias points we have TSET . 1K, make it smaller than
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eVsd/kB but large enough that our assumption kBTSET ≫ ~ω0 in Eq. 6.6 and Eq. 6.7 is

still valid. For red detuning, where the S-SET is strongly absorbing, TSET can be as low

as 100 ± 40mK, less than the ambient temperature and indicating that the S-SET is ca-

pable of refrigeration. Although there are theoretical expressions for γSET and TSET near

the DJQP, they assume capacitive coupling of the S-SET to a resonator rather than our

direct electrical connection [40,61], and also ignore high-order tunneling processes [78,79]

known to be important for our relatively low-resistance S-SET. Nonetheless, theory predicts

a minimum TSET ≈ 250mK for an S-SET with our parameters, in reasonable agreement

with our results.

Here, we prefer TSET and γSET as a description of the S-SET quantum noise over the

Fano factor because the latter is only caused by the fluctuations of the number of tun-

neling electrons. [80] In our experiment, variations in Pmeas arising from electron number

fluctuations are indistinguishable from those due to emission/absorption of photons.

As an ultra sensitive charge detector, we now can estimate the measurement capability of

our S-SET relative to the quantum limit. We imagine coupling the S-SET to some external

device such as quantum dot (QD). Proximity to the quantum limit can be represented by

the parameter χ, which is given by χ ≈
√
6E2

c e(δq)
2/I~2. For a typical currents of I ≈ 5nA

near the DJQP and neglecting the noise of the HEMT, we estimate an intrinsic value of

χ ≈ 3.6. When amplifier noise is included, we obtain χ ≈ 8. The nearest comparable results

quote a value of χ ≈ 15 [78] when neglecting the noise of secondary amplifiers. When the

noise of the secondary amplifiers is included, the resulting value for χ is about 48. For the

normal SET, χ is given approximately by χ =
√

8eE2
c (δq)

2RΣ/Vsd~2. Using RΣ ≈ 25kΩ,

Ec = 1.55meV, and Vsd = 100µV as for recent highly optimized results [3], we estimate

χ ≈ 42 including amplifier noise. Assuming a roughly two-fold improvement in δq when

amplifier noise is neglected (as is the case for our measurements) we estimate an intrinsic

χ ≈ 20 for the normal SET, similar to the results reported from other group, but with clear

means of further improvement.

However, there are limitations on the way we estimate χ. As we note, all these estimates

are based on the results from orthodox model, which specifically neglects higher order

process such as cotunneling of electrons or quasiparticles. In the case of a normal state
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SET operated in the region where cotunneling dominates over the sequential tunneling,

near quantum limited performance is expected to be possible. [81] Essentially, cotunneling

allows transport of current through the SET without charge fluctuations on its island,

reducing its backaction on the measured system. Due to the importance of higher-order

processes most samples we made and measured, we expect that our estimates of χ are

generally conservative. Further theoretical investigation is required for a better estimation

to be made.

It is natural to think that one should reduce the noise added by the secondary amplifier

such as the HEMT. While the best HEMT-based amplifiers typically have noise tempera-

ture Tn around 6K, there are other RF amplifiers that have demonstrated significantly lower

noise. SQUID-based amplifiers, [82] for instance, have been operated at frequencies of sev-

eral hundred MHz with Tn on the order of 50mK, and have been suggested as a replacement

amplifier for the HEMT in attempts to produce a near quantum limited charge detector.

In our experiment, the HEMT has noise temperature around 9.5K, which is equivalent to

-122dBm in a 5MHz band power measurement. It is comparable to the intrinsic noise we

measured at blue detuned region where the best χ is reported as illustrated in Fig. 6.10(a).

Therefore, with a good matching superconducting resonator, it is unnecessary to replace

the HEMT amplifier with a lower noise substitute for the derivation of the S-SET quantum

noise.

6.4 S-SET as a charge-sensitive electrical amplifier

Generally, an amplifier is any device that changes, usually increases, the amplitude of

a signal. The relationship of the input to the output of an amplifier usually expressed as

a function of the input frequency is called the transfer function of the amplifier, and the

magnitude of the transfer function is termed the gain. For an linear electrical amplifier, the

input “signal” is usually a voltage or a current and the output signal is linearly proportional

to the input signal. In other words, the gain of the amplifier is independent of the amplitude

of the input signal. Ideally, an amplifier would be a totally linear device, but real amplifiers

are only linear within limits. When the signal drive to the amplifier is increased, the output

also increases until a point is reached where some part of the amplifier becomes saturated
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and cannot produce any more output, resulting in distortion. In our experiment, the linear

response of our RF-SSET is shown by the measurement of SNR versus input amplitude

q0 for the optimized charge sensitivity, in which q0 is an ac component of amplitude that

modulates the reflected signal from the tank circuit. We find good linearity occurs in the

subgap region for an RF-SSET with a low junction resistance. [79] For such RF-SSETs,

co-tunneling processes are important and the tunneling strength is characterized by the

parameter α, which is given by 8EJ/Ec, where EJ and Ec are the Josephson and charging

energies. For samples with small α, the electron on the SET island is well defined, the

transport is well described by the sequential tunneling picture: I − V characteristic are

sharp and vary strongly with DC offset charge Q0. Although, we can achieve good charge

sensitivities here, the same sharpness, however, prevents good linearity, since a large q0

may move the S-SET away from optimal operation. For samples with α > 1, such as the

S-SET we discussed in this thesis (α = 1.72), the quantum fluctuations of quasiparticles

are substantial due to the co-tunneling process. This quantum fluctuations will smooth

and broaden the subgap features thereby improving linearity: e.g., there are many places

instead of one particular spot between the DJQP and JQP features for which the S-SET

current is roughly independent of Q0. This finding is of particular importance given interest

in the RF-SSET with α > 1 as a potentially quantum-limited linear amplifier.

For comparison of different linear electrical amplifiers, the most common parameters to

use are the noise temperature Tn, which characterizes the noise the amplifier adds, and its

power gain ASET. A good amplifier will have low noise and high gain. Although in reality

all amplifiers have Tn > 0, there is no classical lower bound on how little noise an amplifier

can add. A noise temperature of zero is in principle possible. This is the consequence of

the fact that classical measurements are passive. Quantum mechanically, however, as we

mentioned earlier, backaction influences the measured system and results in added noise.

Thus, there is a firm physical limit on how good an electrical amplifier can be. Linear

response theory can be used to show that χ is directly related to the noise temperature Tn

of the SET through the expression

χ =
kBTn

~ω0/2
(6.8)
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where ω0 is the operating frequency of the S-SET. This expression simply states that the

minimum noise an amplifier can add is equal to one half of a photon per unit bandwidth.

For our operating frequency of ω0/2π = 1GHz the quantum limit χ = 1 corresponds to

a noise temperature of Tn = 25mK. The power gain of the SET is simply defined as the

ratio of the noise power per unit bandwidth PSET/∆f it delivers to a subsequent classical

amplifier to the noise power kBTn at its input:

ASET =
PSET

∆fkBTn
(6.9)

This definition differs slightly from that used elsewhere in that it accounts for the efficiency

of the tank circuit in delivering power from the SET to subsequent devices. It provides

a more realistic estimate of the SET power gain, and also avoids difficulties that would

otherwise arise at bias points where the S-SET has NDC. Combining Eq. 3.46, 3.56, 3.57,

3.58, 3.59, 3.60, and 3.61, we can derive a new expression for χ,

χ =

√
6

~2
PSET

∆f
E2

c

γ2T e

I

1

Z0(∂I/∂ng)2
, (6.10)

for which all terms can be determined directly from the measurements. From Fig. 6.12(a),

there is a peak in the S-SET current I near the DJQP resonance, while the integrated noise

PSET is maximal for Vsd > 2Ec/e and minimal for Vsd < 2Ec/e. In order to calculate χ we

first find the S-SET differential conductance Gd = ∂I/∂ng and the response of the S-SET

current to changes in gate charge ∂I/∂ng from the measured current I(Vsd, ng). In this case,

we have done so by numerical differential of the data shown in Fig. 6.12(a). The resulting

values of Gd, shown in Fig. 6.12(b), are in good agreement with values obtained by lock-in

amplification as shown in Fig. 6.10(d).

The parameter ∂I/∂ng is shown in Fig. 6.12(c). As is clear from the plot, |∂I/∂ng|

is largest for Vsd ≈ 2Ec/e and gate charge ng that places the S-SET on either side of the

DJQP resonance. The charge sensitivity of the S-SET as well as its power gain ASET can

be expected to be largest in these regions, which are usually used for charge sensing. In

addition, we expect that χ will be minimal in these same locations.
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Figure 6.12. (a) S-SET current (b) differential conductance Gd derived from (a), (c)
∂I/∂ng and (d) Kout versus gate charge ng and S-SET source-drain bias Vsd.

Finally, in Fig. 6.12(d) we show the power transfer efficiency Kout of the tank circuit,

which is derived from Eq. 3.39. As is clear from the plot, Kout is close to unity in the

regions for which |∂I/∂ng| is large, indicating good matching between the S-SET and the

coaxial feedline for these critical bias points. Furthermore, the fact that Kout is close to

unity means that our definition of the S-SET power gain differs very little from one that

does not account for the tank circuit for those bias points at which the S-SET will most

likely be used. Finally, as we expected, Kout is negative at NDC from energy conservation

since |Γin| is greater than one here. Our use of definition from Eq. 6.9 for the S-SET power

gain, as for the calculation of χ, avoids the difficulties posed by the presence of NDC.
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The results presented in Fig. 6.12 put us in a position to calculate χ from Eq. 6.10 and

subsequently ASET from Eq. 6.9. To find χ, we use Gd as shown in Fig. 6.12(b) to find

ΓSET, use ∂I/∂ng as in Fig. 6.12(c), and use our known Ec. The results of this calculation

are shown in Fig. 6.13(a); note the logarithmic scale used to represent the magnitude of χ.

To find ASET, we simply calculate Tn from χ using Eq. 6.8, and then use Tn and PSET to

determine the power gain through Eq. 6.9. These results are shown in Fig. 6.13(b), with

the magnitude of ASET again presented on a logarithmic scale.

1.0

0.5

0.0

105

104

103

102

101

100

(a)

χ

0.40.3 0.5 0.6 0.7 0.8

V
sd
(mV)

n
g

1.0

0.5

0.0

0.80.70.60.50.40.3
-40

-30

-20

-10

0

10

20
(b)

n
g

A
p (d

B
)

V
sd
(mV)

0    2

1    -1 1     -1

 0    2

Figure 6.13. (a) χ (b) power gain Ap(dB) versus gate charge ng and S-SET source-drain
bias Vsd.

As is clear from Fig. 6.13(a), χ varies over several orders of magnitude in the vicinity of

the DJQP resonance. In regions for which ∂I/∂ng is large and charge sensitivity is good we

find χ is minimal. In terms of noise temperature, we note that at f0 = 1GHz the quantum

limit χ = 1 corresponds to a noise temperature Tn = 25mK. Based on Fig. 6.13(a), the

minimum noise temperature of our S-SET is therefore Tn ≈ 50mK, with χ ≈ 2. These

results are in good agreement with our earlier estimate of χ ≈ 3.6, which was arrived using

an entirely different estimate for the measurement time τmeas, and an estimate of τφ based

on a single value of I. It is important to note that for all values of Vsd and ng considered,

the physical limit χ > 1 is always obeyed, giving us further confidence in our procedure. As

shown in Fig. 6.13(b), the power gain ASET also varies strongly near the DJQP resonance,

reaching a maximum of ASET ≈ 20dB in the same regions for which χ and Tn are minimal.
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As such bias points, the S-SET operates as a high-gain, low noise amplifier with a noise

temperature that approaches the minimum allowed by the laws of quantum mechanics.

As a comparison, our GaAs-based HEMT amplifier has THEMT ≈ 9K with a power gain

AHMET ≈ 30dB, placing it a factor over 300 from the quantum limit.

6.5 CPW characterization

To verify the idea that the introduction of a DC bias to a microwave cavity does not

significantly disturb the cavity modes, we fabricated the coplanar waveguide cavity without

the S-SET first.
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Figure 6.14. Reflected power versus frequency at 1.2K (pink), 1.0K (green), 0.8K (black),
0.5K (blue) and 0.3K (red).

The substrate for CPW is a 4′′ 500µm thick p-doped Si wafer with resistivity ρ >

1000Ωcm and a 550nm thick layer of SiO2. We designed a 1GHz CPW resonator to satisfy

the RF setup in our 3He refrigerator. The measured reflected power of the CPW is shown

in Fig. 6.14. At 300mK, we saw a dip in the reflected power, indicating f0 around 1.004GHz

as expected. To confirm this, we measured the CPW from 0.3K to 1.2K and observed the

resulting shift in f0. Fig. 6.14 indicates that although the dip is not as deep as that of

the on-chip matching network, it is still the resonance. The reasons for the shallow dip are

complex: (1) The 1GHz waveguide is physically large (18mm by 8mm) and the Al bonding
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wires are very long and crossing with each other. The wire bond will add extra parasitic

capacitance and also introduce interference with rf lines. (2) Due to CPW’s physical size,

we did not make a shield copper box for it. The CPW is exposed to microwave radiation.

After confirming the resonant frequency, we introduced a 1V DC voltage bias and an

1mA DC current bias via the inductors to the CPW at 300mK individually. The resulting

reflected power was essentially identical to the one without any DC bias. Therefore, our

idea of introducing a DC bias to the microwave cavity works and the cavity modes are not

disturbed.
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CHAPTER 7

FUTURE WORK

In this thesis, we focused on the on-chip matching network design for the S-SET. With

the superconducting resonator and cold trap evaporation technique we routinely fabricated

SETs with δq about twenty times better than our early results. [79] Up to now, we have

fabricated one of the world’s most sensitive RF-SSET with δq ≈ 1.7 × 10−6e
√
Hz. One of

DQD

SET

Figure 7.1. Scanning electron micrograph of S-SET/DQD on SiGe wafer.

our goals is to use this ultra sensitive electrometer for the real-time detection of electron

tunneling through a double quantum dot (DQD), as shown in Fig. 7.1. The RF-SSET is a

promising candidate for the readout of spin-based qubits in such DQDs.

Using a simplified LC model, we implemented a quantum noise measurement of the

RF-SSET near the DJQP resonance. Using an effective thermal bath description, we found

that the S-SET provides damping of the resonator modes proportional to Gd. A closer

view of Fig. 6.4 indicates that the NDC, which corresponds to the negative damping, not

only appears at the higher bias of the DJQP resonance, but also in the supercurrent region.
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This measurement is very similar to those proposed for measurement of zero-point fluctu-

ations. [83,84] Such measurements, if performed at lower temperatures and possibly higher

frequencies, could be an interesting area for future investigation, as could be the possibility

of producing laser-like instabilities [85,86] if the total quality factor QT is negative. In the

LC model, this requires

|Gd| >
CpZ0

L
. (7.1)

With the current resonator design, the NDC needs to be greater than 4 × 10−5S, approx-

imately three times what we can now achieve. In the future, we will improve the network

design and reduce Cp further to lower the required Gd in Eq. 7.1.

We are currently working on a CPW resonator with f0 = 5GHz. Its energy scale

corresponds to T ∼ 250mK and is significantly larger than the ambient temperature of the

dilution fridge (15mK). Therefore, the superconducting circuit should be well quantized

and we should be able to observe quantum effects in our system. A lasing effect observed

with an S-SET embedded in the CPW resonator was recently demonstrated in the JQP

regime. [87] In that case, the S-SET is treated as a qubit and the population inversion of

it is created in the JQP cycle, thus producing the lasing action between a single artificial

atom and the cavity. We expect to observe similar instabilities in the supercurrent regime

of our system. By applying a small DC voltage bias or low frequency AC wiggle, the S-SET

is set in the supercurrent regime. If the resonance of the CPW resonator ω0 matches the

energy difference ∆E of the charge states of the S-SET differing by one Cooper pair on

the island, ∆E ≈ ~ω0, Cooper pair tunneling through the junctions is accomplished with

simultaneous photon emission to the cavity. With laser-like instabilities, the Cavity-SSET

system is fully quantum coherent and qualitatively different behavior may result.
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