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Abstract

During last three decades, with advances in solid-state electronics and quantum computa-

tion science, highly sensitive electrometers have found wide applications in diverse �elds.

Various designs and experiments have been carried out for achieving higher sensitivity

and faster measurement.

A novel charge detection technique based on dispersive measurement of the resonant fre-

quency shift of a superconducting coplanar wave guide (CPW) resonator embedded with

a Cooper pair transistor (CPT) is introduced. The resonator was shunted by the nonlinear

inductance of the CPT. Change of charges of the CPT island charge modify the inductance

of the CPT and consequently shift the resonant frequency of the resonator. By monitoring

the frequency shift while varying the charge on the CPT, a new world record of charge

sensitivity 2.1×10−7e/
p

H z using 200 microwave photons has been achieved. The non-

linear resonator has also found application as a parametric ampli�er for microwave signal

ampli�cation and nonclassical photon state generation. Gain of 20 dB with bandwidth of

10MHz has achieved by parametric pumping on the CPT.
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Chapter 1

INTRODUCTION

Noninvasive charge detection has emerged as an important tool for uncovering new physics

in nanoscale devices at the single-electron level or for high �delity qubit-speci�c quan-

tum state readout that is required for the implementation of a quantum computer. The

single-electron transistor or SET uses the quantum phenomenon of tunneling to mea-

sure and control the movement of single electrons. Due to its capability of manipulating

single electrons the SET is the most fundamental nanoscale single charge detector. (11)

(3). However, SET is bandwidth limited by the resistance-capacitance product of the SET

resistance and parasitic lead capacitance and is susceptible to 1/ f noise.

Implemented in a resonant circuit, the radio-frequency single-electron transistor (RF-SET)

matches the impedance of the SET to the characteristic impedance of microwave coaxial

line and is the most sensitive and fastest charge detector to date. It has typical bandwidth

of 10 MHz and a charge resolution of the order of 10−6e/
p

H z (32). RF-SET also works

at high frequencies so that the 1/ f noise e�ect is negligible. However, the RF-SET uses

Josephson junctions (JJs) at a large voltage bias instead of on the supercurrent branch is

susceptible to shot noise and heating e�ects from the quasiparticles and will have strong

back action on the system connected to it. This uncontrolded electromagnetic back-action

1



can be completely avoided by using superconducting version of devices (SCDs), such as

superconducting Cooper pair transistor (sCPT) (43), or Cooper pair boxes (CPB) (38).

An alternate approach to charge-state detection is based on the dispersive signal fre-

quency shift from the quantum capacitance when electrons undergo tunneling. Dispersive

measurement introduces less back action on the measured system and has found wide ap-

plications in a variety of quantum systems, including electrometers(? ), superconducting

qubits (39), and nanomechanical devices (22). When implemented as charge detector, it

can in principle reach quantum mechanical limits for sensitivity (8)

We carried out charge detection based on dispersive measurement employing the nonlin-

ear Josephson inductance of the CPT. It o�ers higher charge sensitivity using many fewer

microwave photons than the RF-SET and promises to enable strong photon phonon cou-

pling when a mechanical resonator is capacitively coupled to the gate of the CPT. (30)

The thesis is organized as follows: Chapter 2 describes the theory and design details of

CPW resonator, Chapter 3 is about the CPT whose nonlinear Josephson inductance (L J )

can be tuned by the charge state of its island, Chapter 4 covers technical details of fab-

ricating the CPW and CPT, Chapter 5 gives the theoretical framework of our Josephson

parametric ampli�er (JPA), Chapter 6 discusses the theoretical bases for the charge sensi-

tivity; and Chapter 7 gives the is experimental setup of our measurement; Chapter 8 gives

our experimental result. It covers the characterization of our nonlinear resonator, JPA

gain and bandwidth, and the charge sensitivity as well as additional nonlinear e�ects we

observed during our charge characterization. Chapter 9 gives our conclusions and future

research directions based on current observations.

2



Chapter 2

TRANSMISSION LINE RESONATOR

2.1 The LCR Oscillator

When a capacitor C inductor L and resistor R are connected together in parallel as in

Fig.2.1, the input impedance is calculated as

Figure 2.1: a. A parallel RLC resonator

Zin,lcr =
(

1

R
+ 1

jωL
+ jωC

)−1

(2.1)

Near the resonant frequency ωo = 1/
p

LC the impedance of the inductor L equals to the

impedance of the capacitor C , and by writingω=ωo+∆ω, above equation can be rewritten

3



Figure 2.2: a. A transmission line with characteristic impedance Z0 and length L. b). The transmission

line can be represented as an in�nite series of L’s and C’s. (33)

as

Zin,lcr ≈
R

1+2 jQo∆ω/ωo
(2.2)

with the internal quality factor Qo de�ned as Qo =ωoRC .

2.2 Transmission line

Reviewing transmission line theory of Pozar (28), A transmission line can be modeled as

consisting of many small lumped elements that have the same impedances per unit length

as the transmission line as shown in Fig. 2.2 (28).

where Rl ,Ll ,Gl and Cl are the resistance, inductance, conductance and capacitance per

unit length of the transmission line.

with complex propogation constant

γ = α+ jβ=
√

(Rl + jωLl )(Gl + jωCl ) (2.3)

4



and characteristic impedance

Zo =
√

Rl + jωLl

Gl + jωCl
(2.4)

=
√

Ll

Cl
(2.5)

for a lossless line.

In our system, the transmission line resonator is a short circuited quarter wavelength

resonator. Compared to a full wavelength resonator, the capacitance of the quarter wave-

length is given as Cλ/4 = 1
4Cλ. By the relation ω0 = 1p

LC
when oscillating at the same

resonant frequency, Lλ/4 = 4Lλ. A larger inductance will give a stronger cavity pull and

a better performance. The inductance as well as other characteristic parameters of the

quarter wavelength transmission line are calculated with the following steps.

The input impedance is (28)

Zi n = Z0tanh (α+ jβ)l (2.6)

= Z0
tanh αl + j tan βl

1+ j tan βl tanh αl
(2.7)

= Z0
1− j tanh αl cot βl

tanh αl − j cot βl
(2.8)

with Z0 =p
LlCl , the complex propagation coe�cient γ = √

(Rl + jωLl )(Gl + jωCl ), the

attenuation constant α = Re[γ] ≈ (Rl /Z0 +Gl Z0)/2 and the phase β = Im[γ]. Consider

only the fundamental mode of ω=ωλ/4, l = λ/4 and let ω=ωλ/4 +∆ω. Then, for a TEM

line,

βl = ωλ/4l

vp
+ ∆ωl

vp
= π

2
+ π∆ω

2ωλ/4
(2.9)

When working in superconducting situation, the transmission line is near to the lossless

5



case so that tanh αl 'αl . Also,

cotβl = cot(
π

2
+ π∆ω

2ωλ/4
) =−tan

π∆ω

2ωλ/4
' −π∆ω

2ωλ/4
(2.10)

Substituting into equation 2.8 gives

Zi n = Z0
1+ jαlπ∆ω/2ωλ/4

αl + jπ∆ω/2ωλ/4
(2.11)

' Z0

αl + jπ∆ω/2ωλ/4
(2.12)

as αlπ∆ω/2ω0 << 1.

Comparing equation 2.12 to equation 2.1 we can see

ω0 = ωλ/4 (2.13)

R = Z0/αl (2.14)

C = π

4Z0ω0
(2.15)

L = 1

ω2
0C

= 4Z0

πω0
(2.16)

Q = ω0RC = π

4αl
= β

2α
(2.17)

(2.18)

since l =π/2β at resonance.

2.3 Capacitively coupled transmission line resonator

In our setup, the transmission line resonator was connected to the measurement circuit

through a coupling �nger capacitor as indicated in Fig.2.3. For a high Q resonator system,

the resonator itself has a much higher internal Q than the measurement circuit. If it is

6



connected to the measurement circuit directly, the Q will degrade signi�cantly and the

energy in the resonator will be lost to the outside very quickly. The coupling capacitor

creates an impedance mismatch so the photons in the resonator will bounce back and

forth multiple times before escaping to the outside.

Figure 2.3: transmission line resonator with characteristic impedance Zl capacitively couple to the mea-

suring circuit with impedance Zc

Including the coupling capacitor the total re�ection coe�cient Γi is given as

Γi = ae−2π j f τΓd

[
1−κ+ j 2Qoδi − j Xe Ro/(Z 2

o +X 2
e )

1+κ+ j 2Qoδi − j Xe Ro/(Z 2
o +X 2

e )

]
(2.19)

= ae−2π j f τΓd

[
1−

2κ
1+κ

1+ j 2QLδL

]
(2.20)

where Γd is the detuned re�ection coe�cient when the frequency is far away from the

resonant frequency fo , and κ is the coupling coe�cient de�ned as κ=Qi /QL . It is deter-

mined by the coupling capacitor or inductor. Procedure for measuring the loaded QL and

internal Qi is given in Appendix A.
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Figure 2.4: Sketch of coplanar waveguide. The ratio s/a determines the impedance, Z0. The extent of

the ground planes should be much larger than s so that they can be approximated as in�nite. (33)

2.4 Coplanar Waveguide Cavities

In reality, the transmission line parameters are geometry dependent and one physical

realization of transmission line needs to be chosen. Compared to other types as copla-

nar stripline (CPS) and microstrip, coplanar waveguide cavities (CPW) have convenient

grounding which is essential for our purpose. The CPW has its center conduction pin and

its ground in the same plane separated by a cap between them as shown in Fig.2.4. The

separation gap could easily be adjusted from microns to millimeters scale with not much

impedance variation, which facilitates Ebeam lithography in the following step. So the

CPW will be the physical realization of the transmission line for our system.

2.4.1 Properties of the CPW

Properties of the CPW with �nite dielectric thickness and cover shield, especially like

impedance Zo and phase velocity ν is geometry depend and given by (15)

Z C PW
o = 60πp

εr e

1

K (k1)/K ′(k1)+K (k5)/K ′(k5)
(2.21)

ν = cp
εr e

(2.22)
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with

k1 = a/b (2.23)

k2 = sinh(πa/4h)

sinh(πb/4h)
(2.24)

k5 = tanh(πa/4h1)

tanh(πb/4h1)
(2.25)

q = K (k2)/K ′(k2)

K (k1)/K ′(k1)+K (k5)/K ′(k5)
(2.26)

εr e = 1+q(εr −1) (2.27)

εr is the dielectric constant of the substrate. K is the complete elliptic integral of the 1st

kind, which was calculated with Matlab function ’ellipke’. E�ect of the cover shield is

inclued in the calculation of Equation (2.25)

2.4.2 Loss in the CPW

Three types of losses are present in CPW: dielectric, ohmic and radiation loss. Following

reference (15) the dielectric loss is calculated as

αd = 2.73
εrp
εr e

εr e −1

εr −1

tanδ

λo
dB/unit length (2.28)

with tanδ the loss tangent. Ohmic loss is calculated as

αC PW
c = 8.68Rs

p
εr e

480πK (k1)K (k ′
1)(1−k2

1){
1

a

[
π+ ln

(
8πa

t

1−k1

1+k1

)]
+ 1

b

[
π+ ln

(
8πb

t

1−k1

1+k1

)]}
(2.29)

dB/unit length

which should be negligible for superconducting case. Radiation loss should have been

minimized as we coated the internal surface of the sample box with a microwave absorbent

9



layer. The calculated losses are:

αd = 0.0017 dB/unit length

αc ≈ 0 dB/unit length (for lossless case)

(2.30)

And the corresponding internal quality factor Qi = 9,235. It degraded to Qi = 1546 after

introducing Cooper pair transistor (CPT) into the CPW. Apparently the CPT added extra

loss to the CPW resonator.
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Chapter 3

COOPER PAIR TRANSISTOR

The Cooper-pair transistor (CPT) consists of two nanoscale superconducting Josephson

junctions connected in series as shown in Fig.3.1 Due to its small size, the energy for

adding a charge to the island is large so the electron transport through the junctions is con-

trolled by the capacitvely coupled gate. The CPT can be regarded as a single Josephson-

like element but with an extra charge degree of freedom.

Figure 3.1: Illustration of CPT. It consists of two JJs and an island with the charge on the island tunned

by the gate voltage

3.1 Josephson junction

A Josephson junction consists of two superconducting �lms separated by a thin insulat-

ing layer. The insulating layer is thin enough that the wave functions of the charge on

11



either side overlap and the Cooper pairs have a �nite probability of tunneling through the

barrier. Brian Josephson made the statement that the junction support a dissipationless

supercurrent at zero voltage (19).

Figure 3.2: Sketch of a single Josephson junction (JJ)

The two fundamental equations governing the Cooper pair transport through a JJ is

I = Io sinφ (3.1)

V = ħ
2e
φ̇ (3.2)

where φ is the phase across the junction.

From above two equations we can see that the JJ has Josephson inductance L J and Joseph-

son energy E J

L J = L Jo

cos(φ)
(3.3)

E J = E Jo cos(φ) (3.4)

With L Jo =ħ/2eIo and E Jo =ħIo/2e . The critical current is given as (2)

Io = 2

eRN

∆1∆2

∆1 +∆2
K

( |∆1 −∆2|
∆1 +∆2

)
(3.5)

where ∆1 and ∆2 are the superconducting gap energy of the conductors on either side of

the insulating barrier, RN is the room temperature resistance of the junction, and K is the

12



complete elliptic integral of the �rst kind. With uniform superconductors on either side,

∆1 ∼∆2, K →π/2 and

Io ≈ π

eRN

∆1

2
(3.6)

3.2 Band Structure of the CPT

Fig. 3.1(b) shows that the gate capacitor and the two junction capacitors forms a charge

island with charging energy Ec or single-electron Coulomb blockade energy (13) that will

tune the overall supercurrent and consequently the Josephson inductance in the transistor.

Ec = e2

2C∑ (3.7)

where

C∑ = C J1 +C J2 +Cg (3.8)

Figure 3.3: Pairs of conjugate variables in the transistors. k ′s are Cooper pair numbers, n′s are electron

numbers. φ′s are the phases across the junctions
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The transistor has two internal degree of freedom and we could chose the total number of

Cooper pairs k and the total phase φ across the two junctions as the two internal degrees

of freedom, or the excess number of electrons on the island n and the phase di�erence θ

and they obey the following commutation relationship.

[φ1,k1] = [φ2,k2] = [θ,n/2] = [φ,k] = i (3.9)

As the island charge n will be �xed by the gate bias its conjugate θ will consequently

have large �uctuation. On the other hand, the overall phase is well de�ned as it is well

controled by the environment or the �ux bias in the SQUID loop for our case.

The Hamiltonian of the CPT has the form:

H = HJ1 +HJ2 +HC B +HQP (3.10)

where HC B = Ec (n−ng )2
is the electrostatic or kinetic Hamiltonian of the system and Ec

is the charging energy of a single electron e on the island, and ng =Cg Vg /e is the number

of charges induced by the gate bias. HJ1 and HJ2 are the Josephson coupling Hamiltonians

or potential Hamiltonians of the two junctions. We assume the two junctions are identical

so HJ1 = HJ2; the Hamiltonians are de�ned as HJ1 =−E J1 cosφ1, HJ2 =−E J2 cosφ2. HQP

is the Hamiltonian due to the quasi particle poisioning in the system. It serves to break the

Cooper pairs and make the system dissipative. We will ingnore it temperaryly and focus

on retrieving the energy band structure of the CPT. Substituting everything for HC B , HJ1

and HJ2 in and the total Hamiltonian becomes

H = Ec (n −ng )2 −2E J cos
φ

2
cosθ (3.11)
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Writing the Hamiltonian in the charge basis and applying e iθ|n〉 = |n+2〉,e−iθ|n〉 = |n−2〉
gives,

H =

 Ec (−ng )2 −E J cos φ2

−E J cos φ2 Ec (2−ng )2



Comparing to perturbation theory (14), Waa = Ec (−ng )2,Wbb = Ec (2−ng )2,Wab =−E J cos φ2

and the eigen energy of the two states or bands are

E± = 1

2

[
Waa +Wbb ±

√
(Waa −Wbb)2 +4|Wab |2

]
(3.12)

= Ec ((ng −1)2 +1)±
√

4E 2
c (1−ng )2 +E 2

J cos2 φ

2
(3.13)

The critical current Io and Josephson inductance L J is given as:(35)

Io = 1

Φo

∂ε(ng ,δ)

∂δ
(3.14)

L J = 1

Φ2
o

∂2ε(ng ,δ)

∂δ2
(3.15)

Io and Lo can be calculated numerically from the two band eigenenergy model. More

bands need to be included for higher accuracy. A three band model has been solved ana-

lytically and given as: (20)

εm(φ,ng ) =
(

8

3
+n2

g

)
Ec +

p
4λcos

(
φ+2π(m +1)

3

)
with m = 0,1,2 (3.16)

15



and

λ = 2

3
a + 16

3
E 2

c

(
1

3
+n2

g

)
(3.17)

= 2

3
E 2

J cos2
(
φ

2

)
+ 16

3
E 2

c

(
1

3
+n2

g

)
(3.18)

µ = 8

3
aEc + 128

3
E 3

c

(
1

9
−n2

g

)
(3.19)

= 8

3
E 2

J Ec cos2
(
φ

2

)
+ 128

3
E 3

c

(
1

9
−n2

g

)
(3.20)

θ = acos

( −µ
2λ3/2

)
(3.21)

= acos

− 8
3 E 2

J Ec cos2
(
φ
2

)
+ 128

3 E 3
c

(
1
9 −n2

g

)
2
(

2
3 E 2

J cos2
(
φ
2

)
+ 16

3 E 2
c
(1

3 +n2
g

))3/2

 (3.22)

a = 1

2

(
E 2

J +E 2
J cos(φ)

)
(3.23)

= E 2
J cos2

(
φ

2

)
(3.24)

The �rst two eigenenergy bands calculated from the three band model for various E J /Ec

ratio is displayed in Fig.3.4. Modulation of the eigenenergy by the phase of the CPT and the

charge on the island varies with the E J /Ec ratio. Fig.3.5 shows supercurrent Io calculated

from the three band model.

To better show the modulation of L J by phase and charge. We simulated the frequency

shift of our CPW resonator by L J using our resonator parameters also and plotted L J , fo

and supercurrent I for comparison in Fig.3.6. L J is only plotted partially as the maximum

is in�nite. The left panels correspond to the Coulomb blockade regime and the right panels

are at the charge degeneracy point. Frequency modulation by the phase is stronger near

the degeneracy regime. The frequency shift matches very well with our experimental data

as in Fig.8.10. More importantly it shows the L J and supercurrent I values for a speci�c

frequency shift. At zero frequency shift L J switches from positive to negative in�nity

instantaneously while the supercurrent I gains its maximum value. These match with
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Figure 3.4: Band structure of CPT in the three state model. Only the ground and �rst excited state are

shown for clarity.

our expectation for our system after gaining the frequency shift data.

Fig.3.7 are simulated frequency shift by charge variation at various �ux biasing points

where charge modulation switches sign at the two �ux biasing points. L J is only plot-

ted partially. At the left �ux bias state frequency shift by the charge is upward (shift to

higher frequency). While at the right �ux bias state the frequency shift by the charge is
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Figure 3.5: Super current calculated from three band model

downward.

Figure (3.8) is frequency shift charge modulation by another two �ux biasing points where

the charge modulation is at its minimum and maximum. At the left �ux bias state fre-

quency shift by the charge is minimum. While at the right �ux bias state the frequency

shift by the charge is maximum.

Comparing to experimental result of charge modulation on frequency shift as in Fig.8.11,

the overall simulation of �ux modulation is closer to experimental data than simulation

from charge modulation. A model with more than three bands is needed to acquire higher

simulation accuracy for charge modulation.
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Figure 3.6: Modulation of Josephson inductance L J , resonant frequency fo , super current I by the �ux

bias at two charge states.
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Figure 3.7: Modulation of Josephson inductance (L J , resoant frequency fo , super current I ) by charge at

two �ux bias state.
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Figure 3.8: Modulation of Josephson inductance L J , resonant frequency fo , super current I by charge at

two other �ux bias states.
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Chapter 4

PHOTOLITHOGRAPHY &

ELECTRON BEAM LITHOGRAPHY

4.1 PhotoLithography

4.1.1 Design of CPW

Two major design parameters for CPW are the resonant frequency fo and loaded Q. fo

is determined by the length of the CPW and the relative dielectric constant εr e which

was calculated with Equation 2.27. Our CPW was designed and simulated using Sonnet

software. The simulated resonator gave only a shallow dip at the resonant frequency that

is less than 3dB below the o�-resonance signal. Due to the shallowness of the resonance

the loaded Q factor was measured with an alternative method described in Appendix A.

The �ux bias line was designed as a vertical slot to minimize the coupling between the

resonator and the �ux line as shown in Fig.4.1. If substential coupling is present, the

microwave energy in the resonator will couple to the �ux line and leaks out, essentially

lowering the intrinsic Q of the resonator. The red trace in our design is the SQUID loop
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that is used to tune the Josephson inductance E J . Compared to the usual rectangular shape

SQUID loop, the ’L’ shaped SQUID loop minimizes the coupling between the resonator

and the �ux bias line.Also the �ux bias line is introduced at the voltage antinode points of

the resonator instead of the voltage node. The �ux bias line slot has width of 10µm and

will unavoidablely interrupt the groud plane of the resonator. At a voltage antinode the

slot acts like a capacitor and has smaller perturbative e�ect. When the slot was moved to

the votage node location the ground plane was signi�cantly interrupted and the resonant

frequency of the resonator was shifted. This was evaluated with Sonnet in the design

process.

Figure 4.1: Design of the CPW quarter wave resonator with embedded CPT.

The CPW will be in superconducting regime in real measurements. However Sonnet did

not support simulations with superconducting conductors. We therefore used extremely

high electrical conductivity constant for the simulations. The resonant frequency of sam-

ples was 300 MHz higher than the simulated value. One explanation was overetch of the

silicon substrate during plasma etching of Nb �lm. It is impossible to stop the plasma etch

right at the boundary of Nb �lm and silicon substrate. Our test procedure showed ≈ 20nm
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over etch on the silicon substrate as discussed in Appendix C.

Finger capacitors as in Fig.4.2 were used to couple the resonator to the measurement

circuit for a loaded Q of 5,000 during the simulation, very close to the measured Q for

resonators without CPT. However the quality factor degraded to Q ≈ 2000 after the CPT

was introduced. The CPT actually adds additional damping to the resonator which de-

pends on the CPT biasing point. The capacitance could also be retrieved following steps

in Appendix A.

Figure 4.2: the coupling �nger capacitor in our resonator which controls the couple coe�cient between

the resonator and the external measurement circuit.

4.1.2 Substrate

We used intrinsic high resistivity silicon as the substrate for our sample fabrication, with

intrinsic resistivity of 104Ω/m. For superconducting CPW resonators, the major source

for loss of intrinsic Q of the resonator are two level systems (TLS) in the substrate (23).

After the CPW resonator is fabricated, the next step is to shunt the central conductor and

the ground plane with the CPT which will be fabricated with Ebeam lithography. Before

the CPT is evaporated ion milling could be used to remove the native oxide of the Nb

to create a coherent contact. Instead, we opened three windows at the contact area, ion

milled the oxidate layer, and deposited 10nm of Au to prevent oxidation on the Nb surface

at the window area as shown in Fig.4.8 a.
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4.1.3 Fabrication Steps

The silicon wafer was emersed in HF for 10 seconds to remove the surface oxide, then

quickly transfered to the sputtering chamber. The ion mill in the sputter chambered was

turned on for 15 seconds to remove the leftover surface oxide. Then a ∼ 100nm Nb �lm

was deposited onto the whole wafer.

A negative image of the resonator was patterned onto the wafer using a wafer stepper.

After development, the wafer was plasma etched to remove undesired parts of the Nb �lm.

Fig.4.3 shows the stepper aligner and the RIE used in the fabrication process.

Figure 4.3: NIKON 8 I-liner Stepper (a.) and RIE Unaxis 790 (b.) in the clean room of the University of

Wisconsin Madison used in the photo lithography process.

We also investigated generating a sloped side wall during the Nb etching to facilitate

subsequent Ebeam lithography. The importance of sloped side walls is illustrated in Fig.4.4

a. The Nb �lm is ≈ 100nm thick and the following CPT Al �lm thickness is ≈ 65nm.

Without sloped side wall the Al �lm will be discontinuous across the Nb edge and the

ground plane. As is shown in Fig.4.4b. With a sloped side wall the Al thin �lm lies on a

solid surface continuously. Procedure for generating the sloped side wall is presented in

Appendix C.

After the plasma etch, the wafer was patterned with the stepper aligner again to open
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Figure 4.4: Illustration of the e�ect of having a sloped side wall during Nb etching.

up the windows for the Au contact pads. The Au contact pads were evaporated with an

Ebeam evaporater with 15 seconds ion milling at the beginning to remove the oxide layer

on the surface of the Nb �lm.

4.2 Ebeam Lithography

The JJs are characterized by their Josephson Energy E J and charging energy Ec , For our

experiment we are interested in a large resoant frequency shift per charge which is de-

termined by both Ec and E J as shown in Fig.3.7 and 3.8. For �xed E J larger Ec or smaller

junction area will produce higher frequency shift. E J de�nes the Josephson inductance

L J and hence the overall freqeuncy shift by charge. Ebeam lithography is ideal for this

purpose. I have successfully fabricated 30nm size JJs with our Ebeam facility here at

Dartmouth. However, very small junction sizes are susceptible to oxidation at room tem-

perature, which will change the Josephson Energy E J . Past experience has shown that the

junction will acquire an extra 1kΩ resistance for every 15 hours at room temperature or

pressure. Junction size of 50nm
2

is a plausible solution as it balances the charge sensivity

requirement and vulneriability to room temperature oxidation.

The technicque for making the small junctions is the Dolan bridge (10) method or shadow

evaporation. It relies on two Ebeam resist layers to cast a shadow during �lm deposition.

An alternative method for fabricating junctions is presented in Appendix D. Fig. 4.5 il-

lustrations the principle of shadow evaporation. The design pattern is transfered to both
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Copolymer and PMMA electron beam resist layers, Due to di�erent sensitivity to elec-

trons, the pattern in the copolymer layer will be ’fatter’ than the one in the PMMA layer

due to the di�erence in sensitivity to electrons. The pattern in the PMMA layer works as

an aperture and will shift the location of the thin �lms when deposited at di�erent angles.

A junction will be generated as an overlap from the patterns of the two evaporations. The

size of the junction can be controlled by the di�erence in the successive evaoration angles

and the size of the top layer pattern. Larger di�erence will create smaller overlap and

smaller junction area consequently

Figure 4.5: Illustration of the principle of shadown evaporation.

4.3 Plasma Cleaning

Before e-beam resist spinning the sample is plasma cleaned for 1 minutes to remove resid-

ual photoresist on the surface. A better idea would be to plasma clean the sample right

after photolithography, and only shorter plasma time is needed. The leftover resist would

harden as time goes on so longer plasma cleaning is required for older residual resist.

Oxygen plasma only attacks resist and will leave metal untouched (41; 40).

After plasma cleaning a layer of copolymer is spin coated onto the substrate with thickness

≈ 350nm. Then a layer of PMMA 950 A4 is spin coated with thickness ≈ 200nm on top of
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the copolymer. The substrate was placed in an SEM (scanning electron microscope). The

NPGS (Nanometer Pattern Generetion System) (26) system was used to expose certain ar-

eas of the resist layers to electrons based on the pattern saved in the beam position control

computer. After development the design pattern is tranfered to the e-beam resist layers.

The pattern in the copolymer layer will be a ‘fatter’ version of the one in the PMMA layer.

A dose array is carried out as the �rst step to calibrate the electron exposure. The right

amount of electron dose will yield a geometry with the desired size. JJs are the smallest

structure and also the most critical ones during lithography. Due to their miniature size,

we use the highest magni�cation (×8000 for our sample) that is applicable for consistent

junction production. However, a lower magni�cation is used when drawing the leads that

create contacts to the JJs. Switching magni�cation was also acompanied by a shift of the

focus center of the electron beam. During dose array test we often calibrate the o�set of

that also and compensate it by moving the center of the pattern in the design �le.

E-beam lithography fabrication of the sample for this project was generated at the CNS

(Center for Nanoscale Systems) of Harvard University with a SEM JEOL JSM-7000F as

shown in Fig. 4.6. After Ebeam pattern generation the substrate was plasma cleaned for

20 seconds to remove leftover Ebeam resist. Appendix ?? gives the procedures for plasma

cleaning.

The island of the CPT has a thickness of only 9 nm. CPT with thinner island is less

liable to trap quasi particles but more di�cult to fabricate because Al tends to cluster

together. (9) When the �lm is thin, the island will naturally be a layer of Al clusters instead

of uniform �lm. But if the island is evaporated at a much lower temperature, the Al atoms

will have much less kinetic energy to migrate on the substrate and a uniform thin �lm will

be generated. Fig.4.7 (a) shows the thermal evaporator in our lab that has been used for

JJ fabrication, and Fig. 4.7(b) shows the apparatus for deposition angle adjustment. Part
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Figure 4.6: SEM JEOL JSM-7000F equiped with NPGS system for Ebeam lithography

(I) moves up and down by twisting the threaded rod changing the height of part (II), and

hence adjusting the tilting angle of the sample. Fig.4.7(c) shows how the sample holder is

chilled to LN2 temperature.

Fig. 4.8 shows SEM images of our CPT embedded in a CPT resonator. Fig. 4.8(a) is an

overall image of a CPT inside a CPW resonator. The three bright rectangles are gold

contact pads, and the bright circle is a focus mark generated by bombarding the sample

surface with the electron beam for 39 seconds. Fig. 4.8(b) is a zoom in of the red rectangle

in (a). The left lead is the gate of the CPT, the upper and lower pieces the right are the

source and drain of CPT. Fig. 4.8(c) is a zoom-in of the red rectangle in (b) and (d) is a

zoom-in of the red rectangle in (c). The CPT has a junction size of ≈ 50×50nm
2

and island

thickness of only 9 nm.
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Figure 4.7: Thermal evaporator used to deposit thin Al �lms for JJ fabrication.

4.4 Printed Circuit Boards and Sample Holders

The printed circuit board (PCB) (see Fig.4.9(a)) holds the sample substrate and works as

an adaptor between the sample and the measurement lines. The lines are designed to

have 50Ω resistance for proper impedance matching. The ground planes of the top and

bottom are connected through the vias (0.014" diameter 0.04" apart) to suppress parasitic

modes. The sample ground plane was wire bonded with the PCB with as many bond wires

as possible. The three parts of the chip ground planes are wire-bonded together also to

ensure a uniform ground plane. The sample chip �ts snugly into the PCB to minimize the

bonding wire length.
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Figure 4.8: SEM images of the CPT imbedded in the CPW.

Figure 4.9: PCB and holders provide connection to the sample with minimum introduction of noise.

The PCB was placed in the sample holder that provides connection to the measurement

lines as shown in the right �gure of Fig. 4.9. It was gold-plated to protect against tarnish-

ing and enable reliable thermal contacts and wire bonding. Nickel plating was omitted to

avoid magnetic degradation of the superconducting �lms. The internal surface of the box

was coated with microwave absorbent materials to minimize the number of microwave
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and infrared photon present.
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Chapter 5

JOSEPHSON PARAMETRIC

AMPLIFIER

This chapter shows the theoretical calculations for the Josephson parametric pumping

that exists intrinsically in our charge detector. All the calculation steps are carried out

based on the measurement setup in our system. It gives a direct picture of the nonlin-

earity in our resonator and o�ers theoretical foundations for the principles governing the

e�ects we have observed during our measurement. The major symbols used are:

γ (t): Josephson junction (JJ) phase,

Φ(x,t) : cavity phase density

Cc : coupling capacitor.

Fig.5.1 is a schematic of our CPW resonator embedded with a CPT. In the following the two

junctions are treated as a single junction to simplify the calculations. The gate modulation

will bring in at the end through the current relation in a SQUID loop as in Chapter 6.

Away from the junction and the resonator port the microwave �eld obeys standard wave
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Figure 5.1: A JJ embedded in a quarter wavelength CPW

equation

Φ̈(x, t ) = ν2∂xxΦ(x, t ) (5.1)

with ν2 = 1/LoCo , and L0,Co the unit inductance and capacitance of the cavity. We use a

multimode expansion

Φ(x, t ) =∑
m
φm(t )µm(x) (5.2)

and applying the following boundary conditions: (ble)

Φo

2π

(
Φ̈(0, t )− 1

Cc Lo
∂xΦ(x, t )|x=0

)
= V̇i (5.3)

Φo

2π
Φ̇(L, t ) = 0 or µm(L) = 0 (5.4)

Φo

2π

(
1

Lo
∂xΦ(x, t )|x=x j+−

1

Lo
∂xΦ(x, t )|x=x j−

)
= Icsin(γ)+ ħC J

2e
γ̈ (5.5)∫ t ħ

2e

dγ

d t
d t = Φo

2π
Φ(x j , t ) (5.6)

The constraints can be satis�ed by choosing
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µm(x) = Am

 cos[km x +ψl
m] for 0 ≤ x ≤ xcpt

Bmsin[km(L−x j )+ψr
m] for xcpt ≤ x ≤ L

(5.7)

The normalization constants Am , relative amplitudes Bm , phasesψl
m ,ψr

m and wave vector

km are to be speci�ced.

Substitute the wave equation 5.1 into BCs ( 5.3)

Φo

2π

(
1

LoCo
∂xxΦ(x, t )|x=0 − 1

Cc Lo
∂xΦ(x, t )|x=0

)
= V̇i (5.8)

For homogeneous BCs

1

LoCo
∂xxΦ(x, t )|x=0 − 1

Cc Lo
∂xΦ(x, t )|x=0 = 0 (5.9)

or

∂xµm |x=0 − Cc

Co
∂xxµm |x=0 = 0 (5.10)

As Cc /CoL ¿ 1,Cc /Co ¿ 1

According to Taylor expansion

∂xµm |x=0−Cc
Co

= ∂xµm |x=0 − Cc

Co
∂xxµm |x=0 +·· · (5.11)

Equation ( 5.10) change to a shifted BC

∂xµm |x=0−Cc
Co

= 0 (5.12)

And equivalently

ψl
m = Cc

Co
(5.13)
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By BC ( 5.4)

ψr
m = 0 (5.14)

Substitute equation ( 5.13), ( 5.14) into equation ( 5.7)

µm(x) = Am

 cos[km(x + Cc
Co

)] for 0 ≤ x ≤ X j

Bmsin[km(L−x)] for X j ≤ x ≤ L
(5.15)

The center conductor is connected at the JJ point so at x = x j the �ux should be equal and

this determines the Bm

Bm =
cos[km(x j + Cc

Co
)]

sin[km(L−x j )]
(5.16)

Substitute equation ( 5.16) into equation ( 5.15)

µm(x) = Am


cos[km(x + Cc

Co
)] for 0 ≤ x ≤ X j

cos[k(X j+Cc /Co )]

sin[km (L−X j )]
sin[km(L−x)] for X j ≤ x ≤ L

(5.17)

Lagrangian �ux density reads

L = C0(x)ψ̇2(x, t )

2
− 1

2L0(x)

(
∂ψ(x, t )

∂x

)2

(5.18)

withψ(x, t ) = ∫ t
−∞ d t ′V (x, t ′) is the �ux density, C0(x) the position dependent capacitance

per unit length and L0(x) the position-dependent inductance per unit length.

Or expressing with cavity phase density

L =
(
Φo

2π

)2 C0(x)ψ̇2(x, t )

2
− 1

2L0(x)

(
∂ψ(x, t )

∂x

)2 (
Φo

2π

)2

(5.19)
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The corresponding Euler-Lagrange equation of motion

d

d x

[
1

L0(x)

∂Φ(x, t )

∂x

]
=C0(x)Φ̈(x, t ) (5.20)

Substitute Eq.5.2 in and we arrive at a Sturm-Liouville di�erential equation of the form

d

d x

[
1

L0(x)

∂µ(x)

∂x

]
=ω2C0(x)µ(x) (5.21)

and the eigen modes are de�ned as

∫ L

0
C0(x)µn(x)µm(x)d x = C̃Tδnm (5.22)

and C̃T =CT L +µm(x j )C J as C J is in parallel connection with Co

The capacitive participation ratio de�ned as ηc,m =µm(x j )C J /C̃T

Taking the partial derivative of Eq. (5.21) with respect to x

d 2

d x2

[
1

L0(x)

∂µ(x)

∂x

]
= ω2C0(x)

dµ(x)

d x
(5.23)

= 1

L0

dµ(x)

d x
(5.24)

Here Co has been taken as constant since C J is in parallel with CT L and C J ¿CT L .

Eq. (5.24) de�nes a second Sturm-Liouville type problem with eigen value 1 and weight

function 1/Lo . The eigen modes obey

∫ L

0

1

L0
(x)

dµn(x)

d x

dµm(x)

d x
d x = δnm

L̃T
(5.25)
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And

1

L̃T,m
=

∫ x J

0

1

Lo

(
dµm(x)

d x

)2

d x +
∫ L

x J

1

Lo

(
dµm(x)

d x

)2

d x + 1

L J

(
µm(x J )

)2
(5.26)

=
∫ L

0

1

Lo

(
dµm(x)

d x

)2

d x + 1

L J

(
µm(x J )

)2
(5.27)

The �ux di�erence across Lo is dµm(x), but it is µm(x) for L J since the JJ is connected

to the ground directly. The �ux across it is just µm(x). The inductive participation ratio

de�ned as ηl ,m = (µ2
m(x j )L̃T )/L J

By Eq. (5.22), the normalization constant Am is set by the equation

〈µm ·µm〉 ≡ A2
m

∫ X j

0
C0d x cos2[km(x + Cc

Co
)] (5.28)

+ A2
m

cos
2[k(X j +Cc /Co)]

sin
2[km(L−X j )]

∫ L

X j

C0d xsin
2[km(L−x)]+ A2

mC J cos2[km(X j + Cc

Co
)](5.29)

= CTδmn (5.30)

and calculated as

A2
mC0

{
1

2
x j + 1

4km
[sin(2km(x j + Cc

Co
))− sin(2km

Cc

Co
)]

}
+ (5.31)

A2
mC0

cos2[km(x j + Cc
Co

)]

sin2[km(L−x j )]

{
[
1

2
(L−x j )− 1

4km
sin(2km(L−x j ))]

}
+ (5.32)

A2
mC J

cos2[km(x j + Cc
Co

)]

sin2[km(L−x j )]
cos2[km(X j + Cc

Co
)] = CT (5.33)

with CT =CT L +C J
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The eigen modes λn and eigen frequency ωn of the cavity are:

λn = 4Ł

2n −1
(5.34)

ωn = 2π
ν

λn
(5.35)

= 2πν
2n −1

4Ł
(5.36)

= (n − 1

2
)πν (5.37)

with n=1, 2, 3, · · ·
Check the orthogonality of the fundamental mode with higher order modes of the cavity.

ω1 = πν

2L

(5.38)

ωm = (m − 1

2
)
πν

L

(5.39)

For m = 2,3,4, · · ·

∫ 4L
ν

0
sin(ω1t )sin(ωm t )d t = 1

2

(∫ 4L
ν

0
cos[(ω1 −ωm)t ]d t −

∫ 4L
ν

0
cos[(ω1 +ωm)t ]d t

)
(5.40)

= 1

2(ω1 −ωm)
sin[(ω1 −ωm)t ]|

4L
ν

0 − 1

2(ω1 +ωm)
sin[(ω1 +ωm)t ]|

4L
ν

0(5.41)

= 1

2(ω1 −ωm)
sin[(

3

2
−m)4π]− 1

2(ω1 +ωm)
sin[(

1

2
+m)4π] (5.42)

= 0 (5.43)

The fundamental mode ω1 is orthogonal with all the higher order mode ωm . The normal-
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ization constant for the fundamental mode is

N1 =
∫ 4L

ν

0
sin(ω1t )sin(ω1t )d t = 1

2

∫ 4L
ν

0
[1−cos(2ω1t )]d t (5.44)

= 2L

ν
− 1

2

∫ 4L
ν

0
cos(2ω1t )d t (5.45)

= 2L

ν
− 1

4ω1
sin(2ω1t )|

4L
ν

0 (5.46)

= 2L

ν
(5.47)

By wave equation ( 5.1) the time dependent part of the wave satis�es

φm(t ) = sin(kmνt ) (5.48)

Substitute equation ( 5.17) into BC ( 5.5)

Am sin(kmνt )Φo

2πLo

{
km

cos[km(X j +Cc /Co)]

sin[km(L−X j )]
cos[km(L−X j )]−km sin[km(X j + Cc

Co
)]

}
= Icsin(γ)+ ħC J

2e
γ̈ (5.49)

Am sin(kmνt )Φo

2πLosin[km(L−X j )]{
kmcos[km(X j +Cc /Co)]cos[km(L−X j )]−km sin[km(X j + Cc

Co
)]sin[km(L−X j )]

}
(5.50)

= Icsin(γ)+ ħC J

2e
γ̈ (5.51)

Am sin(kmνt )Φo

2πLosin[km(L−X j )]

{
kmcos[km(X j +Cc /Co)+km(L−X j )]

}= Icsin(γ)+ ħC J

2e
γ̈ (5.52)

Am sin(kmνt )Φokm

2πLosin[km(L−X j )]
{cos[km(L+Cc /Co)]} = Icsin(γ)+ ħC J

2e
γ̈ (5.53)
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By BC ( 5.6)

ħ
2e
γ = Φo

2π
Φ(x j , t ) (5.54)

γ = Φ(x j , t ) (5.55)

Substitute into equation ( 5.53)

Am sin(kmνt )Φokm

2πLosin[km(L−X j )]
{cos[km(L+Cc /Co)]} =

Ic sin

(
Am sin(kmνt )cos[km(x j + Cc

Co
)]

)
− ħC J (kmν)2

2e
Am sin(kmνt )cos[km(x j + Cc

Co
)]

(5.56)

Using the Bessel function relations

sin(X sinθ) =
∞∑

n=−∞
Jn(X )sin(nθ) (5.57)

where Jn is an nth order Bessel function of the �rst kind.

sin
(

Am sin(kmνt )cos[km(x j + Cc
Co

)]
)

can be written into

∑∞
n=−∞ Jn

(
Am cos[km(x j + Cc

Co
)]

)
sin(nkmνt )

equation ( 5.56) change to

Am sin(kmνt )Φokm

2πLosin[km(L−X j )]
{cos[km(L+Cc /Co)]} = Ic

∞∑
n=−∞

sin(nkmνt )Jn

(
Am cos[km(x j + Cc

Co
)]

)
−ħC J (kmν)2

2e
Am sin(kmνt )cos[km(x j + Cc

Co
)]

(5.58)

To calculate the fundamental mode k1, multiply by sin(k1νt ) on both sides of equation
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( 5.58) and integrate t over one period

A1
∫ 4L

ν

0 sin(k1νt )sin(k1νt )d tΦok1

2πLosin[k1(L−X j )]
{cos[k1(L+Cc /Co)]} =

Ic

∞∑
n=−∞

∫ 4L
ν

0
sin(k1νt )sin(nk1νt )d t Jn

(
A1 cos[k1(x j + Cc

Co
)]

)
−

ħC J (k1ν)2

2e
A1

∫ 4L
ν

0
sin(k1νt )sin(k1νt )d t cos[k1(x j + Cc

Co
)]

(5.59)

Using the orthogonal and normal condition of ( 5.43) and ( 5.47), above equation simpli�es

to

A1Φok1

2πLosin[k1(L−X j )]
{cos[k1(L+Cc /Co)]} =

Ic

(
J1(A1 cos[k1(x j + Cc

Co
)])− J−1(A1 cos[k1(x j + Cc

Co
)])

)
−

ħC J (k1ν)2

2e
A1 cos[k1(x j + Cc

Co
)]

(5.60)

With the relationship E J =Φo Ic /2π, equation ( 5.58) changes to

A1Φok1

2πLosin[k1(L−X j )]
{cos[k1(L+Cc /Co)]} =

2πE J

Φo

(
J1(A1 cos[k1(x j + Cc

Co
)])− J−1(A1 cos[k1(x j + Cc

Co
)])

)
−

ħC J (k1ν)2

2e
A1 cos[k1(x j + Cc

Co
)]

(5.61)

Cc is calculated with equation in reference (12) based on the Qi and QL from our mea-

surement result.

k1 as a function of the JJ location in the cavity x j can be solved numerically by �nding

the intersection point of the LHS and RHS of above equation. Figure (5.2) shows the wave

vector k1 and the wave amplitude with JJ at two locations for E J /EC = 0.15. The upper

�gure is the JJ on the voltage antinode of the resonator. It has minimum interruption on

the wave vector and wave energy in the resonator. The lower �gure is the JJ 1/10 to the
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Figure 5.2: wave vector k1 and amplitude at two JJ locations for E J /EC = 0.15
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Figure 5.3: wave vector k1 and amplitude at two JJ locations for E J /EC = 0.30

right of the voltage antinode, it has a larger perturbation on the wave vector and energy

of the resonator.

When the E J /EC ratio is higher, Josephson inductance L J is smaller and the nonlinearity of

the resonator will be stronger. Figure (5.3) is similar plot of Figure (5.2) with E J /EC = 0.30.

The di�erence on the wave vector k1 and amplitude for the two locations are larger. Com-

paring these two �gures we can see that the nonlinearity of the resonator will increase

the JJ further away from the voltage antinode and larger E J /EC ratio, which is a result of

stronger participation of L J in the total system. Fig.5.4 shows the calculated wavevector

as function of Josephson energy E j and location of xcpt .
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Figure 5.4: wave vector k1 as function of E J and insertion location xcpt

The system Hamiltonian is calculated as:

H = (
Φo

2π
)2

{
1

2
C̃T γ̇

2 + γ2

2L̃T

}
(5.62)

= (
Φo

2π
)2

{
1

2
(CT L +µm(x j )C J )γ̇2 + 1

2

(
1

Lo

∫ L

0

(
dµm(x)

d x

)2

d x + 1

L J

(
µm(x J )

)2
)
γ2

}
(5.63)

= (
Φo

2π
)2

{
1

2
(CT L +µm(x j )C J )γ̇2 + γ2

2Lo

∫ L

0

(
dµm(x)

d x

)2

d x + γ2

2L J

(
µm(x J )

)2
}

(5.64)

The nonlinear JJ inductance L J is a function of the phase as given as

L J =
L Jo

cosφ
(5.65)
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and for our experimental setup

L J = L Jo

cos[φdc +aac sin(ωac t )+γ]
(5.66)

φdc is the phase from the DC �ux bias. aac is the amplitude of the pumping tone and

ωac is the frequency of the pumping which is set at twice the resonant frequency. γ is the

phase from the �ux in the resonant cavity or the �ux from the input signal to be ampli�ed.

and

cos[φdc +aac sin(ωac t )+γ] (5.67)

= cos[φdc +aac sin(ωac t )]cosγ− sin[φdc +aac sin(ωac t )]sinγ (5.68)

Taylor expand sinγ gives 1st
and 3r d

of γ which will not contribute to the parametric

pumping so we neglect these terms and the phase is further approximated as:

cos[φdc +aac sin(ωac t )+γ] ≈ cos[φdc +aac sin(ωac t )]cosγ (5.69)

and Taylor expand around φdc

cos[φdc +aac sin(ωac t )] = cosφdc −aac sinφdc sin(ωac t ) (5.70)

Substitute Equations 5.67,5.69,5.70 into equation 5.66

L J = L Jo

(cosφdc −aac sinφdc sin(ωac t ))cosγ
(5.71)

and the system Hamiltonian after substitute Equation 5.64 in is:
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H =
(
Φo

2π

)2 {
1

2
(CT L +µm(x j )C J )γ̇2 + γ2

2Lo

∫ L

0

(
dµm(x)

d x

)2

d x

}
(5.72)

+
(
Φo

2π

)2 {
(cosφdc −aac sinφdc sin(ωac t ))γ2 cosγ

2L Jo

µ2
m(x J )

}
(5.73)

= Hl i near +Hnonli near (5.74)

with

Hl i near =
(
Φo

2π

)2 {
1

2
(CT L +µm(x j )C J )γ̇2 + γ2

2Lo

∫ L

0

(
dµm(x)

d x

)2

d x

}
(5.75)

and

Hnonli near =
(
Φo

2π

)2 {
(cosφdc −aac sinφdc sin(ωac t ))γ2 cosγ

2L Jo

µ2
m(x J )

}
(5.76)

Taylor expand cosγ around γ= 0 as

cosγ= 1− 1

2
γ2 + 1

24
γ4 +·· · (5.77)

and substitute into the nonlinear Hamiltonian:

Hnonli near =
(
Φo

2π

)2 {
(cosφdc −aac sinφdc sin(ωac t ))γ2 cosγ

2L Jo

µ2
m(x J )

}
(5.78)

=
(
Φo

2π

)2 (cosφdc −aac sinφdc sin(ωac t ))γ2

2L Jo

µ2
m(x J ) (5.79)

−
(
Φo

2π

)2 (cosφdc −aac sinφdc sin(ωac t ))γ4

2L Jo

1

2
µ2

m(x J ) (5.80)

=
(
Φo

2π

)2 µ2
m(x J )γ2

2L′
J

−
(
Φo

2π

)2 µ2
m(x J )γ4

2L′
J

1

2
(5.81)
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with L′
J = L Jo /[cosφdc −aac sinφdc sin(ωac t )]. The total Hamiltonian is

H =
(
Φo

2π

)2 {
1

2
(CT L +µm(x j )C J )γ̇2 + γ2

2Lo

∫ L

0

(
dµm(x)

d x

)2

d x

}
(5.82)

+
(
Φo

2π

)2 µ2
m(x J )γ2

2L′
J

−
(
Φo

2π

)2 µ2
m(x J )γ4

2L′
J

1

2
(5.83)

= (
Φo

2π
)2

{
1

2
C̃T γ̇

2 + γ2

2L̃T

}
− (
Φo

2π
)2 γ

4

4L′
J

µ2
m(x J ) (5.84)

with

C̃T = CT L +µm(x j )C J (5.85)

1

L̃T
= 1

Lo

∫ L

0

(
dµm(x)

d x

)2

d x + 1

L′
J

µ2
m(x J ) (5.86)

In the quantized mode

Ĥ = (
Φo

2π
)2

∑
m

(
1

2
C̃T γ̇

2
m + γ2

m

2L̃T

)
− 1

2
(
Φo

2π
)2µ

2
m(x j )

2L′
J

(∑
m
γm

)4

(5.87)

= (
Φo

2π
)2

∑
m

i

√
C̃T

2
γ̇m + γm√

2L̃T

−i

√
C̃T

2
γ̇m + γm√

2L̃T

 (5.88)

−1

2
(
Φo

2π
)2µ

2
m(x j )

2L′
J

(∑
m
γm

)4

(5.89)

(5.90)

writing

a† = (
Φo

2π
)

1√ħωm

i

√
C̃T

2
γ̇m + γm√

2L̃T

 (5.91)

a = (
Φo

2π
)

1√ħωm

−i

√
C̃T

2
γ̇m + γm√

2L̃T

 (5.92)
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and

γ̂m = 2π

Φo

√
2ħ

ωmC̃T,m
(a†

m +am) (5.93)

ˆ̇γm = i
2π

Φo

√
ħωm

2C̃T,m
(a†

m −am) (5.94)

(5.95)

Ĥ = ∑
m

ħωm a†
m am − 1

2
(
Φo

2π
)2µ

2
m(x j )

2L′
J

(∑
m
γm

)4

(5.96)

with ωm = 1/
√

L̃T,mC̃T,m

The above Hamiltonian now takes the form

Ĥ = ĤL − ĤN L (5.97)

with

ĤL =∑
m

ħωm a†
m am (5.98)

and

ĤN L = 1

2
(

2π

Φo
)2µ

2
m(x j )

2L′
J

(∑
m

√
ħ

2C̃T,mωm
(a†

m +am)

)4

(5.99)

To see mode coupling and keeping only the fundamental mode. Appendix B shows the

details of the 4th
order terms with all the modes. The a†−a term will be useful if there is
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nonlinear capacitance in the system Hamiltonian.

(√
ħ

2C̃T,mωm
(a†

m +am)

)4

(5.100)

=
( ħ

2C̃T,mωm

)2

6a†
j a j

+
( ħ

2C̃T,mωm

)2

2(a†2
j −a2

j )

+
( ħ

2C̃T,mωm

)2 [
6
(
a†

j a j

)2 +a†2
j a†2

j +2a†2
j a†

j a j

]
+

( ħ
2C̃T,mωm

)2

(a2
j a2

j +2a2
j a†

j a j +2a†2
j (a†

j a j +2)+2a2
j a†a j +3)

The 1st
term adds to the linear term of the Hamiltonian and is responsible for the shift of

the resonant frequency.

ħ∆ω = −1

2
(

2π

Φo
)2µ

2
m(x j )

2L J ′

( ħ
2C̃T,mωm

)2

6a†
j a j (5.101)

= −1

2
(

2π

Φo
)2µ

2
m(x j )

2L′
J

( ħ
2C̃T,mωm

)2

6a†
j a j (5.102)

= −1

2
(

2π

Φo
)2µ

2
m(x j )

2L′
J1

( ħ
2C̃T,mωm

)2

6a†
j a j (5.103)

= −1

2
(

2π

Φo
)2ηl

ħ2

8C̃T,m
6a†

j a j (5.104)

= −ħK a†
j a j (5.105)

With L′
J1
= L Jo /cosφdc by dropping the AC pumping e�ect. and the Josephson inductance

participation ratio ηl = µ2
m (x j )
L′

J1

/ 1
L̃T

, and the self kerr term

K = (
2π

Φo
)2ηl

3ħ
8C̃T,m

(5.106)

The 2nd
term is the Hamiltonian for degenerate parametric ampli�cation when the Joseph-
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son inductance is modulated or pumped at twice the resonant frequency. (7)
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Chapter 6

CHARGE SENSITIVITY

The fundamental picture of dispersive charge detection using a nonlinear resonator is

illustrated in Fig.6.1. A person standing on a swing oscillates at resonant frequency fo =√
ln=0

g as shown in Fig.6.1(a). When he sits on a chair made of one electron charge as in

Fig.6.1(b) the e�ective length of the swing is longer and the swing will oscillate at a new

frequency fo =
√

ln=1
g . This way a charge change of ∆ne will be detected by looking at the

change of the resonant frequency ∆ fo and larger ∆ fo with same value of ∆ne indicates

higher charge sensitivity.

In our setup, a superconducting CPW resonator was inductively shunted by a Josephson

inductance L J which is regulated by the charge state on the gate of the CPT. When the gate

with capacitance Cg of the CPT is modulated with V =Vg sin(ωm t ) and the corresponding

charge variation is δqg = Cg V = Cg Vg sin(ωm t ) the frequency shift induced by charge

variation is:

δ f = ∂ f

∂q
δq (6.1)

= ∂ f

∂q
Cg Vg sin(ωm t ) (6.2)
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Figure 6.1: Illustration of dispersive charge detection using a nonlinear resonator

integrating δ f over time t gives

∫
δ f d t =

∫
∂ f

∂q
Cg Vg sin(ωm t )d t (6.3)

δ f t = 1

ωm

∂ f

∂q
Cg Vg cos(ωm t ) (6.4)

The new charge modulated amplitude of the resonator is

V f m(t ) = Ac cos
(

fo t +δ f t +φ)
(6.5)

= Ac cos

(
2π fo t + 1

ωg

∂ f

∂q
Cg Vo cos(ωg t )

)
(6.6)

= Ac

∞∑
n=−∞

Jn

(
1

ωg

dω

d q
Cg Vo

)
cos[(ωo +nωm)t ] (6.7)

So side bands will be generated when the gate of the CPT is modulated and the side bands

heights are proportional to the resonant frequency shift per charge when other parameters
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are �xed. The output microwave signal is :

s = voΓn

∞∑
n=−∞

Jn

(
1

ωg

dω

dng

Cg Vo

e

)
cos[(ωo +nωm)t +φ] (6.8)

change in the re�ection due to the charge δq modulation is:

∆s = voΓn

∞∑
n=−∞

Jn

(
1

ωg

dω

dng

Cg Vo

e

)
cos[(ωo +nωm)t +φ] (6.9)

−voΓo Jo

(
1

ωg

dω

dng

Cg Vo

e

)
cos[(ωo +nωm)t +φ]

= voΓn

∞∑
n=−∞

Jn

(
1

ωg

dω

dng

Cg Vo

e

)
cos[(ωo +nωm)t +φ] (6.10)

−voΓo cos(ωo t +φ)

For charge sensitivity characterization the re�ected microwave signal change by charge

variation is given as: (? )

|δS11| =
∣∣∣∣∂Sss

∂ f

∣∣∣∣ ∂ f

∂ng

δq

Cg Vo
(6.11)

Finally the fundamental charge sensitivity of our charge detector is:

δq = δS11

|∂S11/∂ f |
Cg Vo

∂ f /∂ng
(6.12)

=
p

Pn/BW

|∂S11/∂ f |
Cg Vo

∂ f /∂ng
(6.13)

Pn is the power of each side band and BW is the band width of the spectrum analyzer. For

high charge sensitivity or smaller δq , large |∂S11/∂ f | and ∂ f /∂ng is preferred. ∂ f /∂ng

can be determined from frequency shift plot of Fig 8.13. ∂ f /∂ng is larger at the resonant
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frequency as proved in reference (? ). The optimal point would be the critical couple case

where the resonance has the deepest depth. This has been proved by our experiment data

of Fig. 8.16.

However, the sensitivity is also determined by the ampli�er chain gain and noise level. In

our measurement, The best charge sensitivity point is a balance between all the parame-

ters.

6.1 current biasing regime

In the middle of our e�ort to maximize our charge sensitivity by varing all the related

parameters we found much higher charge sensitivity location at fo = 5.756GHz. At this

spot ∂ω/∂ng is zero as can be seen from �gure (8.13). Above charge sensitivity theory

lose its validation at this point. Below alternative theory base on the SQUID loop current

relationship is carried out for interpretating the charge senstivity.

Figure(4.1) shows that our CPT and the central conductor of the CPW form a supercon-

ducting current loop that is usually quoted as SQUID (Superconducting quantum inter-

ference device) (37). It has a continuous superconducting current circulating in the loop

that could be adjust by the �ux threading the loop. When an alternating voltage is applied

on the gate of the CPT, an alternating current is going into the SQUID loop at the same

time through the gate capacitor. Figure (6.2) shows the two currents in a SQUID. Iloop is

the current in the loop that could be tuned by the threading �ux. Iexter nal is equivalent to

the current coming in through the gate port. The two Josephson junctions are identi�ed

as I1 and I2.

Assuming equal junctions (Io,1 = Io,1) equations for the current dynamics of a SQUID loop

are:
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Figure 6.2: A SQUID loop formed with two JJs. There is an internal current Iloop going on all the time

and it determines the external current Iext that could pass through the loop without biasing the JJs out of

superconducting regime, or the other way around.

Iloop = I1 + I2

2
= Io

sinφ1 + sinφ2

2
= Io sin

(
φ1 +φ2

2

)
cos

(
φ1 −φ2

2

)
(6.14)

Iext = I1 − I2 = Io(sinφ1 − sinφ2) = 2Io cos

(
φ1 +φ2

2

)
sin

(
φ1 −φ2

2

)
(6.15)

Equation (6.14) shows that from the loop current point of view the two JJs can be treated

as a single junction with new current equation:

Il oop = Io,loop sinφloop (6.16)

with Io,loop = Io cos
(
φ1−φ2

2

)
= Io cosφext and φext = φ1−φ2

2
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The new Josephson inductance

L Jo,l oop = Φo

2πIo,l oop
(6.17)

= Φo

2πIo cosφext
(6.18)

And the �ux tunable inductance is:

L J ,loop = L Jo,loop /cosφloop (6.19)

= Φo sinφext

2πIext cosφext
(6.20)

or

Iext = Φo tanφext

2πL J ,loop
(6.21)

Iext is the current introduced into the SQUID loop by the voltage modulation on the gate

and L J ,loop is the Josephson inductance across the two JJs. The CPW resonator is shunted

by this inductance and the resonant frequency will be tuned by this inductance or the

gate current Iext . φext is the phase across the two JJs that could be adjusted by the �ux

threading the loop.

At fo = 5.756G H z φext ≈ 0 and the supercurrent in the loop is near its maximum value

Io . Fig. (6.3) shows the change of Josephson inductance L J ,loop by external current Iext .

When external current Iext is small it will induce an in�nite change on the inductance L J ,

and signi�cant shift on the resonant frequency consequently. To quantitatively evaluate

the resonant frequency shift.

When the gate is modulated with voltage V =Vg sinωg t the induced current is:
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Figure 6.3: Iext and loop inductance L J ,l oop . Phase in the loop ≈π

q̇ = Cg V̇ (6.22)

Ig = ωg Cg Vo cos(ωg t ) (6.23)

= Igo cos(ωg t ) (6.24)

With Igo =ωg Cg Vo and

New resonant frequency of the resonator is:
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f ′
o = 1p

LT CT
(6.25)

= 1p
CT

√
1

Lo
+ 1

L J ,loop
(6.26)

= fo + fo
Lo cotφext Iext

2ħ/e
(6.27)

= fo + fo
Lo cotφextωg Cg Vo sinωg t

2ħ/e
(6.28)

So the equivalent frequency shift per charge is:

d f

dng
= fo

Lo cot(φext )ωg e

2ħ/e
(6.29)

At fo = 5.756GHz, cotφext ≈∞ and d f /dng ≈∞. This explains the much large charge

sensitivity at this spot. In empirical measurement d f /dng ≈∞ will be limited to a certain

value. With our current measurement scheme, d f /dng ≈∞ couldn’t be evaluated as it is

always zero in our frequency shift plot. An alternative method for retrieving d f /dng ≈∞
is explained in Chapter 8 using Bessel function simulation.

∫ t

o
f ′

od t =
∫ (

fo + fo
Lo cotφext Igo sin(ωg t )

2ħ/e

)
d t (6.30)

f ′
o t = fo t + fo

Lo cotφext Igo cos(ωg t )

2ωgħ/e
(6.31)

Modulated output:

s′ = voΓn

∞∑
n=−∞

Jn

(
1

ωg

dω

dng

Cg Vo

e

)
cos[(ωo +nωm)t +φ] (6.32)
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which is same form as Equation (6.8) except that dω/dng will be signi�cantly larger.

To maximize δs Γn(n 6= 0) need to be large and Γo needs to be as small as possible. Γo

is smaller at resonance and acquires minimum at critical coupling Qi =Qe which is also

veri�ed in Fig. (CouplingtransitionAmp).

6.2 linear sensitivity limited by noise and the ampli�-

cation chain

Due to a collection of two level systems there is noise with the spectral density of 1/ f α.

This give two issues to the charge detector:

1) With presence of the charge noise the sensitivity will degrade at low frequency up to

a frequency called the 1/ f corner. Above this the noise is dominated by the system noise

kB TN . To overcome this noise problem, the charge detector is operated at MHz frequency,

the 1/ f noise will not be signi�cant. Also the JPA intrinsic with the charge detector could

be applied to squeeze the charge signal and consequently suppress the 1/ f noise. (6)

2) Quasiparticle poisoning: even at mK temperature, unpaired quasiparticles will always

be observed. When quasiparticles tunnel through the CPT island the symmetry of the

energy diagram will be shifted from ’even’ state to mix of ’even’ and ’odd’ state. The mea-

sured resonant frequency can suddenly shift from one value to another as shown in Figure

(8.13) of our measured frequency shift. Quasiparticle trapping can be surpressed with thin

�lm island and we fabricated our island with 9nm thickness island only. All the DC and

micrwave lines are heavily attentuation to surpress the noise power that could potentially

excite quasiparticles. The maximum charge sensitivity point in the charge detector is at

the center of the Coulomb blockade. It is the spot with minimum quasiparticle poisoning

as can be evaluated by Figure (8.13). The resonant frequency shift is least sensitive to DC
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charge in the island but most sensitive to the current following into the island from the

gate. At the center of Coulomb blockade ∂ f /∂ng = 0, so the CPT is immune to 1/ f noise.

Fig. 8.4 shows the noise �oor at the center and edge of the Coulomb blockade respec-

tively. Fig. 8.4(a) shows the noise �oor at the center of the Coulomb blockade and Fig.

8.4(b) is the noise �oor at the edge of the Coulomb blockade. The fact that he noise �oor

at the center of the Coulomb blockade is signi�cantly lower than the one at the edge of

the blockage veri�es that the 1/ f noise will not degrade the charge detector performance.
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Chapter 7

EXPERIMENTAL SETUP

Our measurement was carried out in a standard dilution refrigerator. Due to the rela-

tively low cooling power and multiple semi rigid microwave coaxial cables going through

temperature gradient in the dilution unit, the base temperature was raised up to 30 mK

instead about 20 mK.

Figure (7.1) is schematic of our measurement setup. A microwave circulator separates

the input and output signals and convert S11 measurement to S12 measurement. This

o�ers the freedom of attenuating the signal input line to minimize injected noise. The

output signal is �rst ampli�ed by a SLUG (Superconducting Low-Inductance Undulatory

Galvanometer) ampli�er(17) and then a HEMT (High-electron-mobility transistor) ampli-

�er. Niobium coaxial cable from sample to the HEMT ampli�er are used to minimize the

noise �oor in the output signal. DC and microwave signals on the gate and �ux ports

are combined using a bias-tee. Superconducting wires are used on the DC lines including

the microwave switche power supply lines to minimize resistive heating. The DC line

for the gate goes through a copper powder �lter and a RC �lter at base temperature. A

10 kΩ resistor is added to the �ux line at the 4K stage to convert the applied voltage to

a current as the �ux line needs to be current biased instead of voltage biased as on the
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gate. A 20 µF capacitor is added at the 4K stage before the resistor for noise �ltering.

Two 50Ωmicrowave SMA caps are anchored at 4K and base temperature stage separately

for Y-factor noise measurement and gain calibration. The sample sits deep in a magnetic

shield to minimize the static magnetic �eld.

Figure 7.1: measurement setup in our dilution refrigerator. The lines to the right of the drawing are for

a Y factor measurement of noise and gain calibration of the ampli�er chain.

Figure (7.2) is physical layout of our measurment inside the dilution refrigerator and room
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temperature measurement apparatus.

Figure 7.2: Dilution refrigerator setup.

7.1 �ltering of gate and �ux line

Three di�erent types of �lters are e�ective for certain frequency ranges. (25): RC �lters

cover the low frequency range 10Hz-10MHz, Pi-�lters are e�ective in the frequency range

of 10MHz-1GHz, and metal powder �lters (MPF), invented by Martinis in 1987 (24) absorb

microwaves in the range of 100MHz-100GHz.

The procedures we followed for fabricating our CPF are as follows. Two high conductivity

38 gauge wires of length one meter were hand braided together as a twisted pair. Some

64



researchers used a drill to braid wires but the wires by themself will be twisted at the same

time which will e�ectively make them brittle and vulnerable to tension from temperature

change during thermal cycling. All the three pairs were hand braided together as a single

wire and wound around a metal rod to form a retractable coil. The coil was feed into a

cooper tube and �lled up with metal powder mixed with epoxy. The cooper powder mix

was prepumped with a mechanical pump for about ten minutes to remove the trapped air

bubbles. The mixed powder has a jello like property with high viscosity which makes it

�ows very slow. We choose a rod with diameter of 5mm smaller than the inner diameter

of the tube. This leaves enough space for the powder mix to �ow all the way to the bottom

of the tube without much resistance. The tube was shaken gently during the �lling by at-

taching it to an sonnicating tooth brush to release the air bubbles in the tube intercepted

by the mix. At the end the tube was left overnight for the epoxy to harden.

The MPF is mounted at the base temperature of the dilution refrigerator. The wires will

need to carry up to 1 mA current. Heating from the resistance of the wires could be large

enough to increase the base temperature of our dilution refrigerator unless the resistance

of the wires is su�ciently small. Initially we tried with superconducting wire to eliminate

heating. However the wires did not survive thermal cycling. High conductivity 38 Gauge

Cu wires was used the 2nd time and heat generated by the 1mA current was neglegible.

The attenuation and roll o� frequency of RC �lters are mainly determined by capacitance

of the capacitor. For our purposes high attenuation and low roll o� frequency are desired

which requires capacitance as high as possible. Capacitor with capacitance of 270µF was

used in our RC �lter. Change of the capacitance at He temperature was calibrated by

measuring the change of the roll o� frequency of an RC �lter with the same capacitor at

room temperature and He temperature. The e�ective capacitance reduced to 27µF after

dunking the RC �lter to liquid He.
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7.2 SLUG ampli�er

Our SLUG ampli�er are fabricated by the group of Prof. Robert Mcdermott at the Univer-

sity of Wisconsin, Madison. It is a near quantum limited ampli�er, and detailed working

principles are explained in reference (29) and (17). In simple terms a resistively shunted

SQUID loop was current biased at the critical current point and the �ux in the loop is

biased at the critical point that external microwave signal will shift the junctions to the

voltage state and consequently providing the gain of the ampli�er.

Two typical gain pro�le we have been using are shown in Fig.7.3a. the blue curve has

the gain peak at 5.756GHz and the one we used the most. The red curve has its peak at

a lower frequency side, but the overall gain in the whole frequency span is reasonably

large so we have used it for scans of the frequency shift. Higher gain on both the low and

high frequency is critical because the Q of our resonator degrades away from the center

frequency and the resonance becomes hard to detect. As a result the frequency shift plot

becomes noisy on either the low frequency or high frequency side.

Figure 7.3: The SLUG ampli�er gain pro�les and �ux modulation of output voltage

Fig. 7.3b. is the voltage of SLUG amplifer modulated by the �ux bias. At the critical biasing

point the output voltage increases rapidly with applied �ux, which provides the ampli�-
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cation. The clean voltage data indicates that the noise in the �ux and voltage biasing lines

of the ampli�er is low.
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Chapter 8

EXPERIMENT RESULT

8.1 JPA Characterization

8.1.1 Phase Modulation

The JPA is a phase sensitive ampli�er and the gain of the ampli�cation depends on the

phase between the signal the pump tones. Signal in phase with the pump tone will be

ampli�ed whereas a signal that is ninety degrees out of phase will be attenuated. Fig.

8.1 shows the measured signal power as a function of the phase between the signal and

the pump. Clearly the output power is modulated by the phase, indicating the cCPT can

indeed act as a JPA.

8.1.2 Gain of �ux and gate pump

The gain of our JPA comes from either pumping on the �ux port or the gate port. Both

ports give about equal gain at the same pumping power. Figure (8.2) shows the gain at

various pumping powers at frequency fo = 5.756 GHz. fo = 5.756 GHz is the point where
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Figure 8.1: Phase modulation of the gain of the JPA. It is a general proof that JPA is phase sensitive

ampli�er.

the Josephson inductance goes from positive in�nite to negative in�nite depends on which

side of the frequency. The gain increases with larger pumping power. At the same time the

frequency of maximum gain was shifted to the lower frequency due to the Kerr constant.

If the pumping frequency sits to the left side of this fundamental frequency the maximum

gain frequency will shift to the right side. This is also proved by Equation (5.105). The

presence of this frequency shift limits the gain of JPA. The frequency shift is a minimum

at this frequency point compared to other frequency biasing points so the gain is also a

maximum. The bene�cial side of the frequency shift is that JPA gains its bandwidth from

this frequency shift. As shown by the �gure at higher pumping power the JPA has a higher

gain and at the same time a wider bandwidth. The shift of the resonant frequency by the

pumping tone at various resonant frequency points is further investigated in section 8.2

Fig. 8.3 is the gain with pumping on the gate port. It has similar pattern as pumping on

the �ux port. The gate port typically provides the same gain as the �ux port; however

for this data set, the microwave feed through on the fridge was damaged, leading to high

attenuation. E�ectively the pumping power on the gate line is smaller, and as a result the
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Figure 8.2: Gain of JPA by �ux pump as function of pumping amplitude

gain is lower than it should be.

Figure 8.3: Gain of JPA by gate pump as function of pumping amplitude
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8.1.3 Noise �oor lowering

At fo = 5.756 GHz, the CPT was in its maximum Coulomb blockade regime. The number

of Cooper pairs are better de�ned than their phases. By the quantum uncertainty prin-

ciple the phase will be less sensitive to noise. Even though the frequency shift by �ux is

maximum at this point the noise �oor is still lower as comparing the two �gures in Fig.

8.4. At fo = 5.766 GHz, the CPT was closer to the charge degeneracy point. The number

of Cooper pairs is less well de�ned and the phases are better de�ned consequently more

susceptible to noise. This increased noise on the phase will shift the resonator phases

randomly and increase the noise �oor. Fig. 8.4 is the power of stimulated emission by

pumping at twice the resonant frequency on the �ux port. The overall noise �oor on the

right side is ≈ 5 dB higher. Also the left �gure shows that when the pumping power is

high enough, the stimulated emission will lower the noise �oor as could be observed from

the green line. This e�ect has been also observed in research work on dynamic Casimir

e�ect.(42)

Figure 8.4: the stimulated emission from �ux pumping
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8.1.4 Stimulated Emission and resonant frequency shift

We observed strong stimulated emission by pumping at twice the resonant frequency

from both the �ux and gate port. This emission could be explained by the dynamic

Casimir e�ect. (42) (citation here) But solid theoretical analysis is required to fully ex-

plain the emission. Characterizing the state of the emission using quantum tomography

technique would be a good start. While measuring the power of the stimulated emission

we recorded the resonant frequency with a network analyzer. The stimulated emission is

always accompanied by resonant frequency shift, by an amount that varies depending on

the resonant frequency point as well as the pumping power.

The right panel of Fig. 8.5 shows stimulated emission at a resonant frequency fo = 5.756 GHz

for various pumping power. The �ux pump tone was at twice of resonant frequency. The

stimulated emission power initially increases higher with increasing pumping power, but

eventually decreases for pumping power >−70 dBm. The resonant frequency shifted to

higher frequency by up to 11 MHz. This frequency bias point gives minimum frequency

shift because the participation ratio of the Josephson induction (L J ) is minimum, and vari-

ation of L J has minimum in�uence on the resonant frequency of the resonator. Frequency

shift to a higher value indicates that the L J is positive and started to become negative.

The stimulated emission power and the frequency shift amplitude and direction depends

on the resonant frequency. Fig. 8.6 shows the emission power and frequency shift at fo =
5.566 GHz. At this point L J is negative and the frequency shifts to the lower frequency

side with higher pumping power. The emission power is lower with the same pumping

power compared to Fig. 8.5, and the frequency shift amplitude was larger. This larger

resonant frequency shift responsible for the lower emission power because the resonance

was further detuned from the pump tone.

When the resonant frequency was set at fo = 5.776 GHz, further away from the neutral

point of 5.756 GHz, as shown in Fig. 8.7, the resonant frequency shift acquired an even
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Figure 8.5: the stimulated emission power and frequency shift with various pump power at fo =
5.756 GHz

Figure 8.6: Stimulated emission power and frequency shift for various pump power at fo = 5.766 GHz

larger amplitude and the emission began at a higher pumping power. Again at this point

the participating ratio of L J is bigger and the Kerr e�ect response for the frequency shift

was stronger. The resonance point was further detuned from the pump tone and it re-

quired a higher pumping power to initiate the emission because the parametric pumping
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gain is smaller.

Figure 8.7: Stimulated emission power and frequency shift for various pump power at fo = 5.776 GHz

For now the resonance frequency has been set higher than 5.756 GHz and the reso-

nant frequency was shifted down when the pump tone started. At frequency lower than

5.756 GHz, the participation ratio of L J becomes positive and the resonance frequency

should be shifted to higher frequency when pump tone was on. Figure (8.8) is the emis-

sion and frequency shift at frequency fo = 5.746GHz. Because this frequency point is

symmetric to frequency 5.766 GHz around 5.756 so It has similar pattern as at frequency

5.766 GHz except that the frequency was shifted up.

8.1.5 Frequency shift by input signal

Because the Josephson inductance L J is a nonlinear function of the power across the junc-

tion, its inductance will change depending on the power in the resonator or the probing

power of the network analyzer. The resonant frequency will be shifted consequently.

When probing the resonator with the network analyzer, higher input power will give a

better S/N ratio; however high input power will bias the resonator away from its intrin-
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Figure 8.8: Stimulated emission power and frequency shift for various pump powers at fo = 5.746 GHz

sic state and hence the information retrieved will be biased. During all measurements

of the resonator the probing power from the NA (network analyzer) has been kept low

enough to give about half photon in the resonator. Our ampli�er chain has enough gain

and low enough noise �oor to enable us to still detect the resonance with a good S/N ra-

tio. Fig. 8.9 shows the resonance shift as function of probing power of the NA at di�erent

resonant frequency point; -130 dBm power is equivalent to half photon in the resonator.

At fo = 5.756 GHz, the Kerr constant is minimum and the frequency shift is relatively

small. At fo = 5.776 GHz the Kerr constant is large and the frequency shift is large.

fo = 5.766 GHz and fo = 5.746 GHz are symmetric around fo = 5.756 GHz and both have

a resonant frequency shift toward fo = 5.756 GHz with medium shifting amplitude.

8.2 Frequency shift by gate and �ux

The Josephson inductance L J is function of phase and charge or �ux bias across the loop

and the voltage bias on the gate port. Fig. 8.10 shows the resonant frequency modulation
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Figure 8.9: frequency shift by the NA probing power at various resonant frequency point

as function of the �ux bias at three di�erent charge states. Fig. 8.10(a) shows the middle

of the Coulomb blockade regime and has a frequency shift about 50 MHz amplitude with

�ux. Fig. 8.10(b) is in the regime where the charge is close to the charge degeneracy point

and the frequency shift has a larger amplitude of 150 MHz with �ux. Fig. 8.10(c) is the

resonant frequency shift right at the charge degeneracy point.The higher amplitude curve

is from the Cooper pairs, while the smaller amplitude curve comes from the presence

of quasiparticles. The resonant frequency shifts match very well with our theoretical

prediction from the three band model of the CPT in Fig. 3.6 of Chapter (3). The ampli�er

peak was centered at fo = 5.756 GHz during data collection. The lower frequency part

is sharper than the higher frequency side because the SLUG ampli�er has slightly higher

gain on the lower frequency side than on the higher side.
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Figure 8.10: frequency shift by �ux bias at three charge states

Fig. 8.11 shows the resonant frequency shift by varying the gate biasing voltage at three

di�erent phase states of the CPT. Fig. 8.11(a) corresponds to a phase φ≈π/2. The modula-

tion has an overall 2e period plus a small amount of e-periodic modulation as indicated by

short blue curves at the charge degeneracy points. Our charge detector is operated at the

coulomb blockade regime which is far from the quasiparticle poisson. Fig. 8.11(b) shows

the modulation at φ≈ 0. Gate charge has minimum modulation of the resonant frequency
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until it closely approaches the charge degeneracy point. Surprisingly, this is the regime

where our charge detector has the highest charge sensitivity, when it is operated right in

the middle of the coulomb blockade regime where modulation of the resonant frequency

by charge is zero. Fig. 8.11(c) corresponds to phase φ≈−π/2 where the modulation of the

resonant frequency by charge becomes maximum again. Because the inductance switched

sign, the modulation by charge switches to the lower frequency side. The resonant fre-

quency is sharper at this frequency region because the SLUG ampli�er gain peak was on

the lower frequency side. The resonant frequency shift pattern in the Coulomb blockade

regime matches well with our theoretical simulation as in Fig. 3.8. It was less accurate

near the charge degeneracy point because it was only three band model. To achieve a

closer match between theoretical simulation and experimental data more charge states

need to be included in the simulation.

Fig. 8.12 is a 3D plot of the resonant frequency modulation as a function of gate and �ux

bias. Quasiparticle poisoning occurs at the charge degeneratcy point as the frequency

shift switches suddenly from a maximum to a minimum.

To facilitate interpretation of the resonant frequency shift by charge Fig. 8.13 is plot of

frequency shift in the Coulomb blockade regime. The black dashed lines form the coulomb

blockade region centered at φ = −π/2 and charge equals zeros. In this region, charge

gives minimum modulation of the resonant frequency shift. It gains its maximum near

the charge degeneracy points, for which charge equals to -1/2 or 1/2. The big gap near

charge equals to 1/2 is due to the quasiparticles.

If a cross cut is taken on the z axis at a speci�c frequency shift value it will trace out a

‘saddle’ shape as shown in Fig. 8.14(b). It is similar to the ‘football’ shape that occurs when

a Cooper pair box is coupled to a linear superconducting resonator(33). By the slope of

the sides of this saddle, relative values of E J and Ec can be determined.
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Figure 8.11: frequency shift by gate biasing at three charge states of the CPT

8.3 phase response

Fig. 8.15 shows the phase response of the charge detector at various �ux and gate charges

shown in the Coulomb blockade regime. Around fo = 5.756 GHz, the resonator acquires

negative 2π phase shift when the frequency sweep through the resonance frequency as

indicated by the red zones. Away from fo = 5.756 GHz, the resonator acquires positive

79



Figure 8.12: 3D plot of frequency shift by �ux and gate bias

phase shift as indicated by the blue colored zone. The circle red dots are from the quasi-

particle poissoning.Fig. 8.15(1) and Fig. 8.15(2) are the phase shifts of the pro�les of line

1 and 2 respectively. The negative phase shift is more visible in the pro�le plots. At the

transition point where the phase shift switches from positive to negative the resonator

switches from under-coupled to over-coupled to the external environment(18). At this

point the resonator could be operated as a microwave fractional di�erentiator (18).

Fig. 8.16 shows the phase and amplitude transition of the resonator as function of the CPT

phase in the Coulomb blockade regime. From left to right the resonator went from over

coupled to under coupled and back to over coupled again. At the two points where the

phase shift switched from positive to negative the resonator was in critical coupling con-

dition and the quality factor of the resonator was highest. Unintentionally we engineered

a resonator with variable coupling coe�cient to the environment. The sharp phase �ip

at the critical coupling condition could be employed to fabricate certain detectors such as

microwave photon counter except for the fractional di�erentiator.
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Figure 8.13: frequency shift shown in the coulomb blockade and charge degeneracy regime

For further evaluation the resonance response in amplitude, phase was simulated using

our resonator parameters. The simulation result as in Fig. 8.17 are in excellent agreement

with experimental result.

8.4 Emission suppression

One phenomenon we observed from our resonator is suppression of the stimulated emis-

sion from the parametric pumping by a classical signal; at the same time a new resonance

was generated. Quantum tomography will be carried out to evaluate the state of the new
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Figure 8.14: a.) The foot ball traced out for speci�c frequency shift for a CPB capacitively coupled to

a linear resonator through quantum capacitance. b.) The saddle traced out for speci�c frequency shift for

a CPT inductively coupled to a linear resonator. The saddle marked out with yellow color is +20 MHz

resonant frequency shift and the saddle with cyan color is −20 MHz resonant frequency shift.

resonance. Stimulated emission was generated by pumping at twice the resonant fre-

quency of fo = 5.756 GHz from the �ux port as shown in Fig. 8.20(a). The emission picks

up intensity with increased pumping power. A single tone microwave signal 1 MHz red

detuned to the emission was sent to the resonator at the input port. The resulting emis-

sion is shown in Fig. 8.20(b). When the pumping power was low the emission from this

parametric pumping was totally suppressed and a new resonance was generated 1 MHz

above the emission as indicated by the yellow strip. When the pumping power was high

enough, the emission was not suppressed anymore and the activated resonance vanished.

The suppressed stimulated emission traced out a diamond shape as outlined by the black

dashed line. Due to the non-linearity of our resonator the activated resonance was un-

likely to be classical microwave photon. Fig. 8.19(b) is cross cut of the emission peaks

in Fig. 8.20 for six typical pumping powers or spontaneous emission power. The central

peaks are spontaneous emission and peaks 1 MHz lower are the activating signal. The

peaks 1 MHz to the right are the activated peaks that appear only for low emission.

When the drive signal was applied 1 MHz higher than the spontaneous emission, the addi-
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tional resonance appeared 1 MHz lower than the spontaneous emission when its intensity

was low. Similarly the activated emission disappear when the pumping power was high

enough. Fig. 8.19(a) shows emission peaks at six di�erent pumping powers. It is almost

a mirror image of Fig. 8.19(b) since the activating signal was on the opposite side of the

main resonance.

8.5 ‘Normal mode splitting’

When the �ux port was pumped with MHz signal, we observed an e�ect similar to the

normal mode splitting that researchers have observed when a mechanical resonator is

parametrically coupled to a microwave resonator (36) (31). Separation of the side bands

increased up to 15 MHz with higher modulation power instead of remaining as constant.

Multiple side bands emerged when the modulating frequency switched to 10 MHz sug-

gesting that it is not amplitude modulation. For simply frequency modulation as in the

case of charge detection the frequency separation for the side bands was same as the mod-

ulation frequency. Further evaluation will be carried out to quantify this phenomena.

8.6 Charge Sensitivity Characterization

8.6.1 Carrier plus Stimulated emission

One way we perform charge detection is to combine a carrier wave from external source

with internal stimulated emission from parametric pumping. Fig. 8.21 shows the charge

modulation of such a combined signal. The gate and �ux biasing are ng ≈ 0.9, φdc ≈ 0.68π.

The charge on the gate is modulated with amplitude of δng = 7×10−3
and frequency fm =

1.5 MHz. The external carrier signal provides cavity photons nc ≈ 15 and the pumping

power for the stimulated emission peak is Ppump ≈ −66 dBm. The calculated charge
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sensitivity δq = 2.1×10−7e/
p

H z. The total number of photons in the cavity is ntot ≈ 300,

which is 1000 times fewer than RF-SET (32).

8.6.2 Maximum sensitivity spot

Fig. 8.22 shows the charge modulation of carrier signal at fo = 5.756 GHz. The carrier

was generated externally and no stimulated emission applied. The gate and �ux biasing

are ng ≈ 0, the center of the Coulomb blockade and φdc ≈ π. The charge on the gate is

modulated with amplitude of δng = 3.5×10−2
and frequency fm = 2.7 MHz. This result

is surprising since the frequency shift ∂ f /∂ng is zero based on Fig. 8.13. Clearly some

other (as yet to be understood) phenomena is causing the response to the modulation. To

retrieve this critical parameter we borrow the ∂ f /∂ng from Fig. 8.21. As has shown by

Equation (6.10 and 6.32), the re�ected signal for the two cases di�er mainly by ∂ f /∂ng

value. The ∂s/∂ f term di�erence are small since the frequency variation between the two

points are small.

Fig. 8.23 shows simulated side bands with Bessel function and the input parameter is

1
ωg

dω
dng

Cg Vo

e as in Eq. (6.10) and (6.32) Fig. 8.23(a) corresponds to the maximum sensitivity

spot and the input parameter is 0.03, while (b) corresponds to side bands of Figure (8.21)

and the input parameter is 0.0001. Discrepancy in carrier power level and noise �oor

for the two scenarios as indicated by Figure (8.4) has been taken into consideration. So

∂ f /∂ng for Figure (8.22) are 0.03/0.00001 = 3000 the corresponding charge sensitivity

δq ≈ 2.1×10−7/3000 = 7×10−11e/
p

H z.

8.7 Noise Measurement

The sensitivity of our charge detector could potentially be limited by the gain and noise

level of our ampli�er chain, predominately by the noise level of our 1st
stage SLUG ampli-
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�er which has typical noise temperature of 1 Kelvin and gain of 15dB.(17) The HEMT and

room temperature ampli�ers have 46 dB and 43 dB gain respectively so the total gain in

our system is 94 dB, mincing about 10 dB loss in the coax cable. To characterize the gain

and noise we carried out a Y factor measurement by measuring the power spectra coming

from two 50 Ω resistors anchored at 4 K and 35 mK temperature stage separately.(4) Left

part in Fig. 7.1 illustrates our setup for Y-factor measurement in our dilution refrigerator.

There was 7 dBm loss in the coax cable connecting the 4K temperature resistor to the

sample which has been corrected for in the calculation. The noise power at the output of

the ampli�er chain is given as

Pout = GkB (TR +Tamp )BW (8.1)

where G is the gain of the ampli�er chain. TR is the temperature of the two resistors, Tamp

is the noise temperature of the ampli�er chain and BW is the resolution band width of the

spectrum analyzer. The slope after linear �t to the two data points is the gain and the x

intercept is the negative value of the ampli�er noise temperature. At 35 mK the quantum

e�ects are signi�cant and can be correct for using the equation(27): (27)

η( f ) = h f /kB T

eh f /kB T −1
(8.2)

Fig. 8.24 is linear �t to the two temperature data points. The measured gain is 95.8 dB

noise temperature of 95 mK. The measured noise temperature is signi�cantly lower than

we expected. One major reason is that the SLUG gain is very sensitive to its �ux and

current bias values. During normal measurements we could see the SLUG gain pro�le

from our network analyzer. However during the Y-factor measurement the input port to

the sample has to be switched to the noise sources and we lose direct observation of the

SLUG gain pro�le. By sending the network analyzer output to the �ux port of our sample

we could regain partial view of the SLUG gain pro�le since the �ux modulation line has a
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much narrower band width than the SLUG. There could also be errors with 35 mK noise

measurement part because the noise power was much lower and the S/N ratio was smaller.

Finally due to a relatively low He level in He bath, it is possible that the nominally 4 K

measurement was actually at a higher temperature, which could also surpass the apparent

noise temperature. These preliminary results do indicate that the Y-factor measurements

should eventually be e�ective for characterizing our ampli�er chain.
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Figure 8.15: Phase shift of the resonator for various �ux and charge biasing. The phase data was recorded

as expanded phase.
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Figure 8.16: Phase shift and amplitude at various phase of CPT.

Figure 8.17: Re�ection amplitude, phase change when the resonator went through critical coupling

transition. The 3r d
polar plot shows that the circumference of the resonance circle will cross over the origin

and sits right on the origin at critical coupling condition. The amplitudes of the three di�erent coupling

regime have been shifted to show the change in the resonance amplitude.
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Figure 8.18: The amplitudes of the three di�erent coupling regime have been shifted to show the change

in the resonance amplitude.

Figure 8.19: Activated emission by activating signal and stimulated emission.
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Figure 8.20: The amplitudes of the three di�erent coupling regime have been shifted to show the change

in the resonance amplitude.

Figure 8.21: Side bands by charge modulation on the gate

90



Figure 8.22: Side bands by charge modulation on the gate at maximum charge sensitivity

Figure 8.23: Simulated side bands by charge modulation on the gate
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Figure 8.24: Illustration of Y-factor measurement
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Chapter 9

CONCLUSION AND FUTUREWORK

We have discovered a new ultra high sensitivity scheme for dispersive measurement. With

this high charge sensitivity it can be used for single shot qubit state readout. It also

has high photon phonon coupling coe�cient that can be applied for ultra-strong pho-

ton phonon coupling at single photon level; it can also be operated as a JPA with 20 dB

gain and 10 MHz bandwidth.

9.1 frequency shift quanti�cation

Frequency shift per charge ∂ f /∂ng could be characterized at the rotating frame. when the

gate modulating signal and the output signal is displayed as XY display on a oscilloscope,

the equivalent x is proportional to the gate modulation signal and the frequency of the

oscillating signal is proportional to ∂ f /∂ng .
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9.2 quantum state tomography

State of the stimulated emission from parametric pumping on the �ux and gate port as

well as the accompanied emission from the suppressed spontaneous emission e�ect need

to be characterized with quantum state tomography. Similar techniques have been carried

out in previous project for state reconstruction of microwave lasing.(5)

9.3 squeezing

A squeezed state with noise lower than the standard quantum limit in one quadrature and

higher in the orthogonal quadrature has been proved to improve the noise performance

for measurements of mechanical motion. (6) Using the intrinsic parametric ampli�ca-

tion of the cCPT could also improve the charge sensitivity of our charge detector in one

quadrature.

9.4 magnetometer

The resonant frequency of the nonlinear resonator is shifted by both charge and �ux

modulation. Since It works as charge detector when charge on the gate is varied, it could

similarly be operated as magnetometer when the �ux on the �ux port is varied.
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Appendix A

Q FACTOR MEASUREMENT

This appendix presents the method that I have used to retrieve the resonance parameters

QL , Qo and ωo from the re�ection data of our microwave resonator.

This appendix presents the method that I have used to retrieve the resonance parame-

ters QL , Qo and ωo from the re�ection data of our microwave resonator.

A.1 model of re�ection measurement

For re�ective type measurement, the re�ected signal measured by the network analyzer

is: (34),(21)

Γi = ae−2π j f τΓd

[
1−κ+ j 2Qoδi − j Xe Ro/(Z 2

o +X 2
e )

1+κ+ j 2Qoδi − j Xe Ro/(Z 2
o +X 2

e )

]
(A.1)

= ae−2π j f τΓd

[
1−κ+ j 2QoδL

1+κ+ j 2QoδL

]
(A.2)

= ae−2π j f τΓd

[
1− 2κ

1+κ+ j 2QoδL

]
(A.3)
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with the shifted resonance frequency

δL = δi − Xe Ro

2Qo(Z 2
o +X 2

e )
(A.4)

QL = Qo

1+κ (A.5)

Here Γd is the detuned re�ection coe�cient away from resonance, which rotates the res-

onance circle in the polar plot.

Γd =
(

j Xe −Zo

j Xe +Zo

)
= e−2 j atan(Xe /Zo )

(A.6)

and κ is the coupling coe�cient de�ned as

QL = Qo

1+κ (A.7)

Finally, τ is the electrical delay, and a is a complex constant accounting for the gain and

phase shift due to other parts of the measurement system.

The resonance traces out a circle when plotted in a polar format as shown in Fig. (A.1)

A.2 �tting procedures

A.2.1 Removing cable delay

The cable delay was indicated as a sloped phase away from the resonance point as shown

in Fig.(A.2). The cable delay is exactly equal to the slope and can be retrieved by linear �t

to the line segment either before or after the resonance. The two slopes from either side

of the resonance are usually not the same due to other non-linear e�ect in the microwave

line. The best result is taking the average or linear �t to the whole line if the resonance
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Figure A.1: frequency sweep response of the resonator in polar format. The resonator traced out a circle

around the resonance frequency fo

point is tunable. The discrepancy could be less signi�cant for a high Q resonator since a

narrower frequency span could be applied which cuts o� other e�ects.

After correcting the cable delay, the phase away from the resonance point will be �at and

the cross curves on either side of the resonance frequency in polar display will shrink to

a semicircle as dispicted in Fig. (A.4), Fig. (A.3) shows the correction e�ect on the phase

after cable delay correction.

A.2.2 Circle �t

The resonance circle is left with a rotation angle θd away from the real axis due to the

coupling reactance Xe as shown in Eq. A.8. By Equation A.6. The resonance circle will
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Figure A.2: Phase response around the resonance point. The sloped phase away from the resonance

point indicates the cable delay and can be used to correct the cable delay after a linear �t

Figure A.3: After correcting the cable delay the phase away from the resonance point become a �at line.

be rotated further away from the real axis and shrink at the same time as the coupling

reactance increases. Fig. (A.5) is a modeled resonance circle with di�erent coupling re-

actances. Eq. A.9 shows that the diameter of the circle is determined by the coupling

coe�cient κ.
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Figure A.4: After correcting the cable delay, the two cross over curves away from the resonance shrink

to minimize size

θd = −2atan(Xe /Zo) (A.8)

d = 2κ

1+κ (A.9)

Fig. A.6 shows that a circle is �tted to the curve and the coupling reactance Xe which

comes from the coupling capacitor for our case and the coupling coe�cient κ is retrieved.

The �tted circle center (Cx , Cy ) and radius R are given by

θd = atan

(
Cy

Cx

)
(A.10)

d = R (A.11)
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Figure A.5: resonance circles with various coupling reactance. With larger coupling reactance the cirlce

rotats further away from the real axis and shrink to a smaller diameter at the same time.

Also

tanψL = −2QLδL (A.12)

A.2.3 translation to the origin

Eq. A.14 can be rewritten as

Γi = ae−2π j f τΓd

[
1− 2κ

1+κ+ j 2QoδL

]
(A.13)

= ae−2π j f τΓd

[
1−

2κ
1+κ

1+ j 2QLδL

]
(A.14)
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Figure A.6: Resonance circles with various coupling reactances. With larger coupling reactance the

cirlce rotats further away from the real axis and shrinks to a smaller diameter at the same time.

After translation to the origin, the re�ection coe�cient becomes

Γi = −
2κ

1+κ
1+ j 2QLδL

(A.15)

which traces out a circle with diameter and phase

d = 2κ

1+κ (A.16)

tanφ = −2QLδL (A.17)

When one selects two frequencies f3 and f4 where ψL =±45◦
, QL can be found as(21)

QL = fL

f3 − f4
(A.18)
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The re�ection model A.14 ignores the coupling loss. When coupling loss present the circle

will be distorted and

tanφ ≈ −2QLδL (A.19)

Least square regression can be used to retrieve QL with higher accuracy.(34) The quantity

to be minimized is

E =
N∑
i

[
tanθi + 2QL

fo
( fi − fL)

]2

(A.20)

=
N∑
i

[
yi − (mxi + c)

]2
(A.21)

and

QL = c

2
(A.22)
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Appendix B

4TH ORDER CALCULATION

1. plus term.
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j )2

= (a†2
j +a2

j +a†
j a j +a j a†

j )(a†2
j +a2

j +a†
j a j +a j a†

j )

= (a†2
j +a2

j +2a†
j a j +1)(a†2

j +a2
j +2a†

j a j +1)

= a†2
j a†2

j +a†
j a†

j a j a j +2a†2
j a†

j a j +2a†2
j

+a j a j a†
j a†

j +a2
j a2

j +2a2
j a†

j a j +2a2
j

+2a†
j a j a†2

j +2a†
j a j a2

j +4a†
j a j a†

j a j +4a†
j a j +1

= a†2
j a†2

j +a†
j (a j a†

j −1)a j +2a†2
j a†

j a j +2a†2
j

+a j (a†
j a j +1)a†

j +a2
j a2

j +2a2
j a†

j a j +2a2
j

+2a†
j a j a†2

j +2a†
j a j a2

j +4a†
j a j a†

j a j +4a†
j a j +1

= a†2
j a†2

j +a†
j a j a†

j a j −a†
j a j +2a†2

j a†
j a j +2a†2

j

+a j a†
j a j a†

j +a j a†
j +a2

j a2
j +2a2

j a†
j a j +2a2

j

+2a†
j a j a†2

j +2a†
j a j a2

j +4a†
j a j a†

j a j +4a†
j a j +1

= a†2
j a†2

j +a†
j a j a†

j a j −a†
j a j +2a†2

j a†
j a j +2a†2

j

+(a†
j a j +1)(a†

j a j +1)+ (a†
j a j +1)+a2

j a2
j +2a2

j a†
j a j +2a2

j

+2a†
j a j a†2

j +2a†
j a j a2

j +4a†
j a j a†

j a j +4a†
j a j +1

= a†2
j a†2

j +a†
j a j a†

j a j −a†
j a j +2a†2

j a†
j a j +2a†2

j

+a†
j a j a†

j a j +2a†
j a j +1+ (a†

j a j +1)+a2
j a2

j +2a2
j a†

j a j +2a2
j

+2a†
j a j a†2

j +2a†
j a j a2

j +4a†
j a j a†

j a j +4a†
j a j +1

= 6a†
j a j a†

j a j +6a†
j a j +3

+a†2
j a†2

j +2a†2
j a†

j a j +2a†2
j

+a2
j a2

j +2a2
j a†

j a j +2a2
j

+2a†
j a j a†2

j +2a†
j a j a2

j

= 6a†
j a j a†

j a j +6a†
j a j +3

+a†2
j a†2

j +2a†2
j a†

j a j +2a†2
j

+a2
j a2

j +2a2
j a†

j a j +2a2
j

+2a†2
j (a†

j a j +2)+2a j a j (a†a j −2)

= 6a†
j a j a†

j a j +6a†
j a j +3

+4a†2
j (a†

j a j + 3

2
)+4a2

j (a†
j a j − 1

2
)

+a†2
j a†2

j +a2
j a2

j

104
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j )(âk − â†
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l )

= (a†2
j +a2

j −a†
j a j −a j a†

j )(âk − â†
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Appendix C

SLOPED SIDE WALL GENERATION

FOR THIN NIOBIUM FILM

Recipe:

Gas: 18 sccm Oxygen and 42 sccm CF4

Pressure: 100mTorr

Plasma: 30 Watts and zero re�ection

Time: 11 :45 minutes for ≈ 100 nm thickness Niobium �lm on top of intrinsic high resis-

tivity Silicon wafer

Results:

45 degree slope with ≈ 10nm over-etch on the Silicon substrate as shown in Fig. C.1.

Shorter etching time has the risk of under-etching the Niobium thin �lm as shown in Fig.

C.2. Fig. C.3 shows signi�cant overetch due to longer etching time.
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Figure C.1: SEM image of Nb �lm after 12 minutes plasma etch. There was ≈ 20nm over etch on the Si

substrate, the side wall has about 45 degree slope

Figure C.2: SEM image of Nb �lm after 10 minutes plasma etch. The bright thin layer shows the Nb �lm

was under etched
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Figure C.3: SEM image of Nb �lm after 15 minutes plasma etch. Over-etch on the Si substrate was more

than 100 nm
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Appendix D

DOUBLE ANGLE EVAPORATION OF

JOSEPHSON JUNCTION

Here I present an alternative method of evaporating Josephson junctions. It requires only

one layer of PMMA 950 but needs to have the two layers evaporated at orthogonal angles.

I came up with this idea at 2011 when I had problem fabricating Josephson junctions with

consistent resistance. Having a consistent size of the junction is critical because resistance

is a function of the size of the junction and the oxidation thickness. While writing this

appendix I realized that a research group in China published similar idea on 2017 as in

Ref. (16)

Comparing to shadow evaporation, double angle evaporation uses only one thicker re-

sist layer. During evaporation the thin �lm deposited on the pattern in parallel with the

evaporation angle will hit the substrate directly, but in the orthogonal evaporation angle

the thin �lm will land on the side wall and is removed after development. Fig. D.1 (16)

illustrates the principle of this method.

Recipe:
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Figure D.1: Illustration of double angle evaporation

• PMMA 950 at spin speed of 1000rpm for 30 seconds.

• substrate tilted at θ ≈ 30◦
during evaporation.

After the �rst evaporation, patterns orthogonal to the tilting angle will leave a thin �lm

on the wall, e�ectively narrowing the pattern width. This narrowing e�ect will be more

signi�cant with thicker �lm deposition or larger tilting angle. If equal pattern sizes are

required the second deposition pattern could be generated wider to compensate for this

e�ect.

Fig. D.3 show an image of a SET fabricated with double angle method on 2011. There is

no island shdow as typical with shadow evaoration.
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Figure D.2: SET fabricated with double angle method with line width of ≈ 50 nm
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Figure D.3: SET fabricated with double angle method with larger tilting angle. The brighter parts to the

right end of the horizontal patterns are Al �lm deposited on the resist wall, which become �oating pieces

after lifto�
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