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Abstract

In this thesis we introduce the cavity-embedded Cooper pair transistor (cCPT),

a device which behaves as a nonlinear charge- and flux-tunable microwave cavity.

We use the charge-tunability to operate the cCPT as a charge sensor, culminating

in a demonstration of ultrasensitive electrometry using 16 attowatts of power, corre-

sponding to the single-photon level of the cavity [1, 2]. This is the first ultrasensitive

electrometer reported to operate at the single-photon level and we measure a disper-

sive charge sensitivity of 14 µe/
√

Hz, which is comparable to the sensitivity of rf-SETs

while using about 5 orders of magnitude less power. This low-power operation enables

the cCPT to be integrated with near quantum-limited amplifiers and could help facil-

itate the multiplexed readout of quantum-dot-based qubits. Furthermore, our results

support the feasibility of using the cCPT to mediate an optomechanical interaction

that reaches the single-photon strong coupling regime [3].

Underpinning this charge sensitivity measurement is a detailed experimental char-

acterization of the cCPT [4] with an emphasis on the effects of 1/f charge and flux

noise, which couple to the resonant frequency of the cCPT via its tunability. In par-

ticular, we observe an oblong deformation of our measured resonance circles due to

frequency fluctuations induced by this 1/f noise, in accordance with our theoretical

predictions [5]. Since tunable microwave cavities have become ubiquitous in the field

of circuit quantum electrodynamics, we expect the techniques we’ve developed for

characterizing these systems to be broadly relevant.
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Chapter 1

Introduction

In this thesis we introduce the cavity-embedded Cooper pair transistor (cCPT), a

device that consists of a quarter-wavelength (λ/4) coplanar waveguide cavity with a

Cooper pair transistor connected between its voltage antinode and the ground plane,

as shown in Figure 1.1. The CPT is made up of two Josephson junctions (JJs)

separated by an island, which can be gated with a voltage Vg via the capacitance Cg.

The cavity and CPT form a closed loop, which is superconducting when cooled to

base temperature in a dilution refrigerator. This SQUID loop is L-shaped, as shown

in Figure 1.1(b). The vertical segment of the loop runs parallel to a transmission line

carrying the current IΦ, which threads flux through the loop, while the horizontal

segment runs parallel to the cavity. Embedded in this way, the CPT behaves as

a Josephson inductance LJ in parallel with the cavity that can be tuned by both

the number of electrons ng = CgVg/e gating the island and the flux Φext threading

the SQUID loop. Since the Josephson junctions are nonlinear circuit elements, the

Josephson inductance is nonlinear as well. Thus, the system as a whole behaves as a

nonlinear, charge- and flux-tunable microwave cavity.

This thesis is centered around two main projects. The first project consists of a

detailed characterization of the cCPT, which has both theoretical [5] and experimen-

tal [4] components. On the theoretical side, we develop a model for how frequency

fluctuations comparable to the cavity linewidth may arise in tunable and nonlin-

ear microwave cavities (due to classical fluctuations in the tuning parameters and

quantum fluctuations in the intracavity field, respectively), and how these frequency

fluctuations affect the measurement of scattering matrix elements (such as the re-

flection and transmission coefficients). Since the measurement of scattering matrix

elements is a standard method for extracting the damping rates of microwave cavities

1



Introduction

Figure 1.1: (a) Sample images of the cCPT. (b) An illustration of
the chip layout of the cCPT; the dashed red line depicts the SQUID
loop, and the black arcs depict the magnetic field lines generated by
the current IΦ. (c) An equivalent-circuit schematic of the cCPT. The
λ/4 cavity behaves as a parallel LC circuit when operated near its
fundamental frequency ωλ/4 = 1/

√
LC [6], and the CPT behaves as a

tunable Josephson inductance LJ in parallel with the cavity

2



Introduction

[7, 8], one must use this model that accounts for the effect of frequency fluctuations to

accurately determine the damping rates of these cavities. On the experimental side,

we use this theoretical model to characterize the cCPT. We observe key signatures of

frequency fluctuations predicted by our model, and describe in detail the experimental

techniques used to measure and corroborate the effects of frequency fluctuations.

We expect this work to be broadly relevant to the community working on tun-

able and nonlinear microwave cavities, which have become ubiquitous in the field of

circuit quantum electrodynamics. Tunable cavities have been used as parametric os-

cillators to achieve single-shot readout of superconducting qubits [9, 10], as quantum

buses for selective qubit coupling [11], as broadband filters [12], and as platforms

for investigating the dynamical Casimir effect [13, 14, 15]. Many such cavities are

also nonlinear due to the presence of embedded Josephson junctions, but nonlinear

microwave cavities on their own have found wide-ranging applications as well. For

example, they have been used as a platform for generating Schrodinger cat states [16]

and as amplifiers operating near the quantum limit of added noise [17, 18, 19]. By

using our theoretical model for the effect of frequency fluctuations on measurements

of scattering matrix elements, we expect that these devices can be characterized more

accurately moving forward.

The second project consists of benchmarking the cCPT’s performance as a disper-

sive electrometer. The method of operating the cCPT as a charge sensor is straight-

forward: the gate charge ng is encoded in the resonant frequency ω0 of the cCPT, such

that changes in ng yield a change in the phase of a signal reflected off of the cCPT.

This work again has both theoretical [2] and experimental [1] components. Sisira Kan-

hirathingal led the theoretical side of this project, which consists of a first-principles

derivation of the charge sensitivity of the cCPT, including a detailed analysis of

the fundamental sources of noise limiting the cCPT’s performance as an electrom-

eter. This derivation predicts the best possible sensitivity attainable by the cCPT

subject to limitations imposed by quantum mechanics (i.e., the quantum-limited per-

formance), which provides a basis of comparison for our experimental results. On the

experimental side, we demonstrate ultrasensitive dispersive charge detection with the

cCPT: using 16 attowatts of power, corresponding to the single-photon level of the

cavity, we measure a minimum charge sensitivity of 14 µe/
√

Hz. This is the first ultra-

sensitive electrometer reported to operate at the single-photon level and its sensitivity

is comparable to rf-SETs [20], which typically require picowatts of power. Relative

to theory, we find that the cCPT operates within a factor of 5 of its quantum-limited

3
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sensitivity.

Fast and ultrasensitive electrometers have been instrumental to the advancement

of basic science. They have been used to detect in real time the tunneling of electrons

in a quantum dot [21], determine the tunneling rates of quasiparticles in supercon-

ducting devices [22], and search for signatures of Majorana zero modes in nanowires

[23]. In addition, the rapid detection of single electrons is crucial for the readout of

quantum-dot-based qubits [24], for which operating at lower photon numbers reduces

measurement backaction [25]. In this same vein, ultrasensitive electrometers are at the

heart of many schemes for sensing the displacement of charged mechanical resonators

[26, 27, 28], as well as for coherently coupling mechanical resonators to microwave

cavities [3, 29, 30]. To observe and take advantage of quantum effects in such hybrid

systems it is often essential that their coupling be strong at the single-photon level,

a regime that has been achieved for quantum dots [31, 32] but not yet for mechan-

ical resonators despite significant effort [33, 34, 35, 36]. Reaching the single-photon

strong optomechanical coupling regime, where a single cavity photon causes sufficient

radiation pressure to displace the mechanical resonator by more than its zero-point

uncertainty, would enable the generation of nonclassical states of both light and mo-

tion [37, 38], as well as provide a rich platform for studying the quantum-to-classical

transition and other fundamental physics [39].

Electrometers based on the single electron transistor (SET) are among the fastest

and most sensitive reported in the literature to date. Radio-frequency single electron

transistors (rf-SETs) are the best known of these devices, having achieved sensitiv-

ities below 1 µe/
√

Hz [40] and bandwidths greater than 100 MHz [20]. The rf-SET

functions by encoding the charge gating the SET in the power dissipated by the

SET, which is embedded in a tank circuit to enable radio-frequency readout of this

dissipation. This dissipative detection typically requires picowatts of power, corre-

sponding to hundreds of thousands of photons in the tank circuit, which renders the

rf-SET unsuitable for some of the aforementioned applications and makes it impossi-

ble to integrate the rf-SET with modern near-quantum-limited parametric amplifiers

[17, 41, 42] (which typically saturate well below the picowatt scale). Dispersive elec-

trometers based on the SET have also been developed, which encode the gate charge

in the resonant frequency of a tank circuit. Such electrometers have been operated

using femtowatts of power [43, 22], corresponding to tens or hundreds of photons,

and have achieved charge sensitivities as low as 30 µe/
√

Hz [44]. More recently,

dispersive gate-based sensors have been developed [45] that have surpassed the per-
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formance of SET-based electrometers. These devices have achieved sensitivities as

low as 0.25 µe/
√

Hz with detection bandwidths approaching 1 MHz while using only

100 attowatts of power, corresponding to hundreds of photons [46].

Our demonstration of ultrasensitive charge detection at the single-photon level

thus advances the state of the art of electrometry. As mentioned above, this low-

power operation enables the cCPT to be integrated with near quantum-limited am-

plifiers and could help facilitate the multiplexed readout of quantum-dot-based qubits.

Furthermore, our results support the feasibility of using the cCPT to mediate an op-

tomechanical interaction that reaches the single-photon strong coupling regime [3].

In order to properly contextualize these two projects we also present background

material necessary to understand them. The bulk of this background material is

aimed at understanding the two key building blocks of the cCPT: the λ/4 microwave

cavity and the Cooper pair transistor. We use this background material to understand

the Hamiltonian of the cCPT, as well as its dynamics. We present this material at

a level that assumes some knowledge of quantum optics. An understanding at the

level of Gerry and Knight [47] should suffice; for a more advanced text we recommend

Schleich’s “Quantum Optics in Phase Space” [48].

This thesis is organized as follows. In Chapter 2 we develop the theoretical frame-

work for understanding the dynamics of microwave cavities, including cavities that

are tunable and nonlinear, and provide relevant experimental examples along the way.

In Chapter 3 we develop the theoretical framework for understanding the Hamilto-

nian of Josephson junctions, which we use to understand the energy levels of the

Cooper pair transistor. In Chapter 4 we introduce the physical realization of the

cCPT, briefly discuss how it was fabricated (this was done by Juliang Li [49]), and

present a simple derivation of the cCPT Hamiltonian. In Chapter 5 we describe

the cryogenic circuitry used to experimentally study the cCPT and discuss several

important measurement schemes. In Chapter 6 we both characterize the cCPT exper-

imentally and present our theoretical analysis of the effects of frequency fluctuations

on scattering measurements, which is necessary to model several of the measurements

used in the experimental characterization. In Chapter 7 we present our experimental

measurements of the charge sensitivity of the cCPT.

In addition to these chapters we’ve included several appendices that contain in-

teresting measurements and analysis, but which are not necessary to understand the

central results of this thesis. In Appendix A we discuss how the cCPT’s nonlin-

earity can be exploited to enhance charge sensitivity. In Appendix B we discuss

5



Introduction

parametric resonance in the cCPT. In Appendix C we present several miscellaneous

measurements that make use of the cCPT’s nonlinearity, including an observation

of hysteresis and a proof-of-principle measurement showing how the cCPT can be

operated as a Josephson parametric amplifier (JPA). In Appendix D we present a

first-principles derivation of the open-system dynamics of the cCPT, which comple-

ments the theoretical analysis in Ref. [2].
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Chapter 2

Microwave Cavities

One of the building blocks of the cCPT is the cavity, in the form of a microwave-

frequency quarter-wavelength coplanar waveguide cavity. In order to better under-

stand this component of our device, it is useful to first consider it on its own. The

purpose of this chapter is therefore to provide the background theory relevant to

understanding our microwave cavity. We begin by discussing the quantization of

electrical circuits. We then introduce input-output theory, which we use to model a

transmission line coupled to a microwave cavity; coupling to this transmission line is

neccessary to drive and measure the cavity, but this coupling also introduces noise

and dissipation, as we will see. Finally, we use input-output theory to analyze the

dynamics of a linear cavity, a frequency-modulated cavity, and a cavity with a Kerr

nonlinearity. Interspersed throughout are relevant experimental examples.

This chapter is centered around specific examples relevant to our experiments,

rather than a general overview. For further reading on circuit quantization we recom-

mend Devoret’s Les Houches lecture notes [50] (and the updated version of these notes

[51]), Lev Bishop’s thesis [52], and Yurke and Denker’s paper on quantum network

theory [53]. For further reading on input-output theory we recommend the textbook

by Gardiner and Zoller [54] and Clerk’s review article [55]. For classical microwave

engineering, Pozar is the go-to source [6]. Finally, for an introductory treatment of

quantum optics we recommend Gerry and Knight [47], and for an advanced treatment

we recommend Schleich [48].

7



2.1 Circuit Quantization

Figure 2.1: Schematic of a lumped-element LC circuit, with inductance
L and capacitance C. The voltage V and current I indicate the sign
conventions used in the analysis.

Section 2.1

Circuit Quantization

2.1.1 LC Circuit

The simplest possible resonant electrical circuit consists of an inductor and ca-

pacitor, as depicted schematically in Fig. 2.1. In order to treat this system quantum

mechanically, we will derive the equation of motion of the system using Kirchhoff’s

laws, backtrack to find a Lagrangian consistent with this equation, Legendre trans-

form to find the corresponding Hamiltonian, and finally impose the canonical com-

mutation relations. This is essentially the same method we’ll eventually use to find

the Hamiltonian of the full cCPT.

From Kirchhoff’s voltage law we have

V = −Lİ =
Q

C
(2.1)

where V is the voltage drop across each circuit element and I is the current running

through them, and from Kirchhoff’s current law we have

I = Q̇. (2.2)

For reasons that will become clear when we introduce Josephson junctions into our

circuit, we now define a ‘branch flux’ variable [50]

Φ(t) ≡
t∫

−∞

V (t′)dt′ (2.3)

such that Φ = −LI is related to the effective flux through the inductor. Plugging
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2.1 Circuit Quantization

this definition into Kirchhoff’s laws, we arrive at the equation of motion for the flux

CΦ̈ = −Φ

L
. (2.4)

It is straightforward to verify that the Lagrangian

L (Φ, Φ̇) =
1

2
CΦ̇2 − 1

2L
Φ2 (2.5)

is consistent with this equation of motion. Choosing Φ to be our canonical position,

we now find our canonical momentum to be

pΦ ≡
∂L

∂Φ̇
= CΦ̇ = Q (2.6)

such that the flux Φ through the inductor and the charge Q on the capacitor are

canonically conjugate variables. Before proceeding, it is worth noting that the La-

grangian can also be expressed in the form

L =
1

2
CV 2 − 1

2
LI2 (2.7)

from which it’s clear that in this case the energy stored in the capacitor plays the

role of kinetic energy, whereas that stored in the inductor plays the role of potential

energy. These roles are a matter of convention, however; if we had chosen the charge

on the capacitor to be our canonical position, these roles would be reversed.

We now perform a Legendre transformation to arrive at our Hamiltonian

H(Φ, Q) = Φ̇
∂L

∂Φ̇
−L =

Q2

2C
+

Φ2

2L
(2.8)

such that the flux Φ and the charge Q obey the canonical commutation relation

[Φ, Q] = i~. (2.9)

To arrive at the standard form for the Hamiltonian of a harmonic oscillator, we now
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2.1 Circuit Quantization

Figure 2.2: Illustration (a) and schematic (b) of an infinitessimal length
dx of a transmission line cavity with inductance per unit length L and
capacitance per unit length C. In (a), the two planes of the physical
transmission line are depicted. In (b), the equivalent lumped-element
circuit is depicted.

introduce the creation and annihilation operators

a =

√
1

2~Z
(Φ + iZQ)

a† =

√
1

2~Z
(Φ− iZQ)

(2.10)

where Z =
√
L/C is the characteristic impedance of the circuit and [a, a†] = 1. For

completeness, the canonical coordinates can be expressed in terms of the creation and

annihilation operators as

Φ =

√
~Z
2

(
a+ a†

)

Q = −i
√

~
2Z

(
a− a†

)
.

(2.11)

Finally, in terms of the creation and annihilation operators the Hamiltonian can be

expressed as

H = ~ω0

(
a†a+

1

2

)
(2.12)

where ω0 = 1/
√
LC is the resonant frequency of the circuit.

2.1.2 Transmission Line Cavity

A slightly more complicated electrical resonator, which serves as a good model for

our microwave cavity, consists of inductances and capacitances distributed continu-

ously over the length of a transmission line, as depicted in Fig. 2.2. Such a description
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2.1 Circuit Quantization

of our system in terms of distributed rather than lumped elements becomes necessary

when the wavelengths of the electromagnetic waves of interest are comparable to or

smaller than the size of the circuit elements, so that the voltage and current associated

with these waves will vary significantly over the length of the circuit elements, as is

the case for waves in the microwave frequency range [6]. To find the Hamiltonian for

this transmission line cavity, we proceed along the same lines as the previous section.

Kirchhoff’s voltage law for the infinitessimal length dx of the transmission line is

V (x, t)− Ldx∂I(x, t)

∂t
− V (x+ dx, t) = 0 (2.13)

while Kirchhoff’s current law is

I(x, t)− Cdx∂V (x+ dx, t)

∂t
− I(x+ dx, t) = 0. (2.14)

Dividing both equations through by dx and taking the limit as dx → 0 yields the

differential equations

∂V (x, t)

∂x
= −L∂I(x, t)

∂t
∂I(x, t)

∂x
= −C ∂V (x, t)

∂t

(2.15)

known as the telegrapher equations [6]. We again introduce a flux variable

φ(x, t) =

t∫

−∞

V (x, t′)dt′ (2.16)

and, assuming all voltages and currents vanish as t→ −∞, these differential equations

can be written concisely as

∂2φ(x, t)

∂t2
= v2∂

2φ(x, t)

∂x2
(2.17)

which is a wave equation for φ(x, t) with phase velocity v = 1/
√
LC. Using the

separation of variables technique, the general solution to this wave equation can be

expressed as

φ(x, t) =
∑

k

Ak cos(kx+ αk) cos(kvt+ βk) (2.18)
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where Ak, αk, and βk are constants to be determined.

At this point we’ve shown that a generic transmission line supports traveling wave

solutions; to make this system a resonator we must impose boundary conditions that

yield a discrete set of standing wave solutions. For a quarter-wavelength cavity of

length `, our boundary conditions are that the transmission line is open at x = 0 and

shorted to ground at x = `, which can be written mathematically as

∂φ(x, t)

∂x

∣∣∣∣
x=0

= 0

φ(x, t)|x=` = 0.

(2.19)

These conditions yield the constraints

αk = 0 ∀k

k ∈
{
kn =

(2n− 1)π

2`
: n = 1, 2, 3, ...

} (2.20)

such that the general solution for φ(x, t) can now be written

φ(x, t) =
∞∑

n=1

An cos(knx) cos(knvt+ βn) (2.21)

which is now a discrete sum over the standing waves that correspond to the normal

modes of the system. We note that the wavelength of the fundamental mode is related

to the length of the cavity according to

` =
λ1

4
(2.22)

where λ1 = 2π/k1, giving rise to the ‘quarter-wavelength’ nomenclature.

It is straightforward to verify that the Lagrangian

L [φ, ∂xφ, φ̇] =

`∫

0

[
Cφ̇(x, t)2

2
− (∂xφ(x, t))2

2L

]
dx (2.23)

is consistent with the wave equation of Eq. (2.17), where ∂x = ∂/∂x. The one thing
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worth noting here is that the Euler-Lagrange equation for our case is

d

dt

∂L

∂φ̇
+

d

dx

∂L

∂φ′
− ∂L

∂φ
= 0 (2.24)

which can be derived by minimizing the action with respect to a Lagrangian that

depends on φ(x, t), φ̇(x, t), and φ′(x, t). Plugging in the general solution from Eq.

(2.21), we can perform this integral explicitly to find

L [{Φn, Φ̇n}] =
∞∑

n=1

[
`C
4

Φ̇2
n −

k2
n`

4LΦ2
n

]
(2.25)

where we’ve introduced the normal mode coordinates

Φn(t) = An cos(knvt+ βn). (2.26)

Comparing this Lagrangian to that of a simple LC circuit, as given by Eq. (2.5), we

express our Lagrangian as

L [{Φn, Φ̇n}] =
∞∑

n=1

[
Cn
2

Φ̇2
n −

1

2Ln
Φ2
n

]
(2.27)

which is equivalent to the Lagrangian of a collection of uncoupled LC circuits with

effective inductances

Ln =
2L
k2
n`

=
8`L

π2(2n− 1)2
(2.28)

and effective capacitances

Cn =
`C
2
. (2.29)

From here we can proceed exactly as we did in the case of a single LC circuit. We

find the conjugate momenta to be

Qn =
∂L

∂Φ̇n

= CnΦ̇n (2.30)

which again take the form of effective charge coordinates. Performing a Legendre
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transformation, we now arrive at the Hamiltonian

H({Φn, Qn}) =
∞∑

n=1

[
Φ̇n

∂L

∂Φ̇n

]
−L

=
∞∑

n=1

[
Q2
n

2Cn
+

Φ2
n

2Ln

] (2.31)

where the charge and flux coordinates obey the canonical commutation relations

[Φn, Qm] = i~δnm
[Φn,Φm] = 0

[Qn, Qm] = 0.

(2.32)

Here we again introduce the creation and annihilation operators

an =

√
1

2~Zn
(Φn + iZnQn)

a†n =

√
1

2~Zn
(Φn − iZnQn)

(2.33)

where Zn =
√
Ln/Cn is the characteristic impedance of the nth mode of the cavity

and we have the commutation relations

[an, a
†
m] = δnm

[an, am] = 0

[a†n, a
†
m] = 0.

(2.34)

Once again, for completeness, the inverse transformation from creation and annihila-

tion operators back to charge and flux operators is given by

Φn =

√
~Zn

2

(
an + a†n

)

Qn = −i
√

~
2Zn

(
an − a†n

)
.

(2.35)

Finally, the Hamiltonian of the quarter-wavelength transmission line cavity can be
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expressed in its standard form

H = ~
∞∑

n=1

ωn

(
a†nan +

1

2

)
(2.36)

where ωn = 1/
√
LnCn is the resonant frequency of the nth mode of the cavity.

2.1.3 Infinite Transmission Line

We next consider an infinite transmission line, or more realistically a transmission

line far longer than the wavelengths of interest such that the normal modes are well-

approximated by a continuum. This is essentially the same system we considered in

the previous section, but without boundary conditions. The infinite transmission line

is a good model for the coaxial cable that we couple to our cavity, which provides

the means of both driving and measuring the cavity. This system is also the main

thermal bath coupled to the cavity.

We start from the Lagrangian density for a transmission line

L [φ, ∂xφ, φ̇] =
Cφ̇(x, t)2

2
− (∂xφ(x, t))2

2L (2.37)

derived in the previous section (Eq. 2.23), except in these case we leave it as a density

rather than integrating. We proceed to quantize this scalar field [56, 53], where the

conjugate momentum is the charge density field

q(x, t) =
∂L

∂φ̇
= Cφ̇(x, t), (2.38)

which obeys the canonical commutation relations

[φ(x, t), q(x′, t)] = i~δ(x− x′)
[φ(x, t), φ(x′, t)] = 0

[q(x, t), q(x′, t)] = 0.

(2.39)

Performing a Legendre transformation, the Hamiltonian density is

H =
q(x, t)2

2C +
(∂xφ(x, t))2

2L . (2.40)

As we did in the case of a transmission line cavity, we now decompose the general
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solution to this system into its normal modes; the difference is that we now have a

continuum of such modes rather than a countably-infinite set. The Euler-Lagrange

equation corresponding to the above Lagrangian density is simply the wave equation

∂2φ(x, t)

∂t2
= v2∂

2φ(x, t)

∂x2
(2.41)

for the flux field φ(x, t), where v = 1/
√
LC. The general solution to this wave equation

can be decomposed into left-going and right-going parts

φ(x, t) = φL

(
t+

x

v

)
+ φR

(
t− x

v

)
(2.42)

which can each in turn be expanded in its normal modes

φL

(
t+

x

v

)
=

√
~Z
4π

∞∫

0

dω√
ω

(
bL(ω)e−iω(t+x/v) + b†L(ω)eiω(t+x/v)

)
(2.43)

φR

(
t− x

v

)
=

√
~Z
4π

∞∫

0

dω√
ω

(
bR(ω)e−iω(t−x/v) + b†R(ω)eiω(t−x/v)

)
(2.44)

where Z =
√
L/C is the characteristic impedance of the transmission line.

We note that the factor of 1/
√
ω in the integrand may look strange, but it simply

anticipates the desired commutation relations for the operators b(ω), as we will see

shortly. Using this form of the general solution for φ(x, t), the charge density field

takes the form

q(x, t) = qL

(
t+

x

v

)
+ qR

(
t− x

v

)
(2.45)

where the left and right-going parts of the solution can be expanded in normal modes

qL

(
t+

x

v

)
= −iC

√
~Z
4π

∞∫

0

dω
√
ω
(
bL(ω)e−iω(t+x/v) − b†L(ω)eiω(t+x/v)

)
(2.46)

qR

(
t− x

v

)
= −iC

√
~Z
4π

∞∫

0

dω
√
ω
(
bR(ω)e−iω(t−x/v) − b†R(ω)eiω(t−x/v)

)
. (2.47)
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Using these expressions and the identity

∞∫

−∞

ei(ω−ω
′)x/vdx = 2πvδ(ω − ω′) (2.48)

we can invert the above expressions and solve for the creation and annihilation oper-

ators in terms of the field operators

bL(ω) =
1

v

√
ω

4π~Z

∞∫

−∞

(
φ(x, t) +

i

ωC q(x, t)
)
eiω(t+x/v)dx (2.49)

bR(ω) =
1

v

√
ω

4π~Z

∞∫

−∞

(
φ(x, t) +

i

ωC q(x, t)
)
eiω(t−x/v)dx. (2.50)

where we’ve also used the fact that the domain of ω is the non-negative reals to

drop terms containing δ(ω + ω′) which are always zero over this domain. From these

expressions it is straightforward to derive the commutation relations for the creation

and annhilation operators

[bL(ω), b†L(ω′)] = δ(ω − ω′) (2.51)

[bR(ω), b†R(ω′)] = δ(ω − ω′) (2.52)

[bL(ω), bR(ω′)] = 0 (2.53)

[bL(ω), b†R(ω′)] = 0 (2.54)

using the above identity and the canonical commutation relation between the cavity

flux and charge density fields.

We now seek to express the Hamiltonian in terms of these creation and annihilation

operators. First, we note that

φ′(x, t) =
1

v

[
φ̇L

(
t+

x

v

)
− φ̇R

(
t− x

v

)]

=
1

Cv
[
qL

(
t+

x

v

)
− qR

(
t− x

v

)] (2.55)
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such that the Hamiltonian density can be expressed

H =
1

2C (qL + qR)2 +
1

2C (qL − qR)2

=
1

C
(
q2
L + q2

R

)
.

(2.56)

It is now straightforward to find the Hamiltonian by integrating this expression over

all space, yielding the Hamiltonian

H =

∞∫

0

~ω
(
b†L(ω)bL(ω) + b†R(ω)bR(ω)

)
dω (2.57)

where we’ve dropped an overall constant (though infinite) term arising from the com-

mutation relations for the creation and annihilation operators.

Rather than keeping the left-going and right-going modes as separate operators,

the left-going modes can be associated with negative frequencies (i.e., negative wave-

numbers) and the right-going modes with positive frequencies. Thus, the Hamiltonian

for the infinite transmission line can be written compactly as

H =

∞∫

−∞

~ωb†(ω)b(ω)dω. (2.58)

As we will see shortly, this is identical to the bath Hamiltonian considered in input-

output theory.

Section 2.2

Input-Output Theory

We now introduce input-output theory, which provides a model for how our cavity

couples to its environment. As we will show, it is a unified framework for modeling

how driving fields couple into the cavity, how energy is dissipated in the cavity, and

how the state of the cavity is measured.

2.2.1 Simplified Analysis

To derive the quantum Langevin equation, one of the two key results of input-

output theory, we follow the same line of reasoning as Gardiner and Collett [57] but
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do not aim to reproduce the generality of their results. For the sake of clarity, we

make several simplifying assumptions right from the beginning. First, we specify

that our system of interest is an oscillator (not necessarily a linear one), and so its

system operators are the creation and annihilation operators a and a†. Second, we

assume a definite form for the interaction Hamiltonian, which amounts to adopting

a particular convention for the form of the resulting quantum Langevin equation.

Third, we assume that the strength of the coupling between the cavity and its bath

is constant as a function of frequency.

Thus, our starting point is the Hamiltonian

H = Hsys +Hbath +Hint (2.59)

describing our system and its interaction with a bath consisting of a continuum of

harmonic oscillators, such that

Hbath =

∞∫

−∞

~ωb†(ω)b(ω)dω (2.60)

Hint = i~
√

κ

2π

∞∫

−∞

[
a†b(ω)− b†(ω)a

]
dω (2.61)

where b(ω) are the annihilation operators of the bath, each associated with a mode

of frequency ω, which satisfy the commutation relations

[b(ω), b†(ω′)] = δ(ω − ω′) (2.62)

[b(ω), b(ω′)] = 0 (2.63)

and κ is the strength of the coupling. We stress that for each frequency ω, b(ω) is a

function of time; it is not an operator in Fourier space. The Heisenberg equations of

motion for the operators b(ω) and a are therefore

ḃ(ω) = −iωb(ω)−
√

κ

2π
a (2.64)

ȧ =
i

~
[Hsys, a] +

√
κ

2π

∞∫

−∞

b(ω)dω. (2.65)
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We approach Eq. (2.64) by plugging in the ansatz

b(ω, t) = f(t)e−iωt (2.66)

which leads to the differential equation

ḟ(t) = −
√

κ

2π
aeiωt (2.67)

that we can integrate from initial time t0 to the present time t, yielding the solution

b(ω) = b0(ω)e−iω(t−t0) −
√

κ

2π

t∫

t0

a(t′)e−iω(t−t′)dt′ (2.68)

where b0(ω) is the operator b(ω) at t = t0. We now define an ‘input’ operator

bin(t) =
1√
2π

∞∫

−∞

b0(ω)e−iω(t−t0)dω (2.69)

that satisfies the commutation relation

[bin(t), b†in(t′)] = δ(t− t′) (2.70)

and in terms of which we can express

√
κ

2π

∞∫

−∞

b(ω)dω =
√
κbin(t)− κ

2π

t∫

t0

dt′a(t′)

∞∫

−∞

dωe−iω(t−t′) (2.71)

=
√
κbin(t)− κ

2
a(t) (2.72)

where we’ve used the fact that

t∫

t0

dt′a(t′)δ(t− t′) =
a(t)

2
(2.73)

for appropriately smooth functions. Plugging back into Eq. (2.65), we find

ȧ(t) =
i

~
[Hsys, a(t)]− κ

2
a(t) +

√
κbin(t) (2.74)

20



2.2 Input-Output Theory

which is the quantum Langevin equation for the operator a. This amounts to the usual

Heisenberg equation of motion for the operator a with the addition of a damping term

of strength κ/2 and a driving field in the form of bin that couples into the system at a

rate determined by κ. Thus, we see that dissipation and measurement are intimately

linked; in order to drive and measure the oscillator we must couple it to an external

bath, which also serves as a loss channel.

Instead of integrating Eq. (2.64) from past time t0 to current time t, we could

have equivalently integrated it from future time t1 back to the present time t. This

yields the solution

b(ω) = b1(ω)e−iω(t−t1) +

√
κ

2π

t1∫

t

a(t′)e−iω(t−t′)dt′ (2.75)

where b1(ω) is the operator b(ω at t = t1. Analogously, we define an ‘output’ operator

bout(t) =
1√
2π

∞∫

−∞

b1(ω)e−iω(t−t1)dω (2.76)

in terms of which Eq. (2.65) can also be expressed

ȧ(t) =
i

~
[Hsys, a(t)] +

κ

2
a(t) +

√
κbout(t). (2.77)

Combining Eqs. (2.74) and (2.77), we find

bout(t)− bin(t) = −√κa(t) (2.78)

relating the input and output fields of the bath to the internal field of the cavity.

2.2.2 Quantum Damped, Driven Harmonic Oscillator

The quantum Langevin equation and input-output relations may seem intimidat-

ing and opaque at first glance, but they are actually quite intuitive. To develop this

intuition we consider the simple case of a linear harmonic oscillator, for which we will

find correspondence with the classical damped, driven harmonic oscillator. In this

case, our system Hamiltonian is given by

Hsys = ~ω0a
†a (2.79)
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2.2 Input-Output Theory

such that Eq. (2.74) takes the form

ȧ(t) =
(
−iω0 −

κ

2

)
a(t) +

√
κbin(t). (2.80)

To solve this equation, we make the ansatz

a(t) = f(t)e(−iω0−κ/2)t (2.81)

leading to the differential equation

ḟ(t) =
√
κbin(t)e(iω0+κ/2)t (2.82)

that we can integrate from 0 to t to find the general solution

a(t) = a(0)e(−iω0−κ/2)t +
√
κ

t∫

0

bin(t′)e(−iω0−κ/2)(t−t′)dt′ (2.83)

which takes the form of a linear response of a(t) to the driving field bin(t).

Now let us suppose that bin(t) is a sinusoidal drive, which we express in the form

bin(t) =
ε√
κ
e−iωtΘ(t) + δbin(t) (2.84)

where ε is the complex amplitude of the driving field, Θ(t) is the step function,

and δbin(t) is the operator corresponding to the fluctuations in the drive that are

necessary to satisfy the commutation relation of Eq. (2.70). Plugging back into the

general solution of Eq. (2.83), we find

a(t) = a(0)e(−iω0−κ/2)t +
ε

i(ω0 − ω) + κ/2

[
e−iωt − e(−iω0−κ/2)t

]

+
√
κ

t∫

0

δbin(t′)e(−iω0−κ/2)(t−t′)dt′.
(2.85)

The expectation value of this mode is

〈a(t)〉 =
ε

i(ω0 − ω) + κ/2

[
e−iωt − e(−iω0−κ/2)t

]
(2.86)

where we’ve assumed an initial ground state. This is in correspondence with the
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2.2 Input-Output Theory

classical damped driven harmonic oscillator under the assumption that ω−ω0 � ω0.

We next show that the steady state of this solution (2.85) is a coherent state.

In the steady state (t → ∞), the expectation value of the annihilation operator

undergoes sinusoidal oscillation at the drive frequency with a constant amplitude

〈a(t)〉 = αe−iωt ; α =
ε

i(ω0 − ω) + κ/2
. (2.87)

What remains is to show that a(t) is a minimum-uncertainty state. More precisely, we

aim to show that fluctuations in the dimensionless position and momentum (quadra-

ture) operators

x = a† + a (2.88)

p = i
(
a† − a

)
(2.89)

are minimized according to the generalized uncertainty relation

∆x∆p ≥ 1

2
|〈[x, p]〉| = 1 (2.90)

and equally distributed between the two quadrature operators, such that

∆x =
√〈

(x− 〈x〉)2〉 = 1 (2.91)

∆p =
√〈

(p− 〈p〉)2〉 = 1. (2.92)

Fluctuations in the mode operator a take the form

a(t)− 〈a(t)〉 = a(0)e(−iω0−κ/2)t +
√
κ

t∫

0

δbin(t′)e(−iω0−κ/2)(t−t′)dt′ (2.93)

such that the fluctuations in x take the form

(∆x)2 =
〈
a(0)a†(0)

〉
e−κt + κe−κt

t∫

0

dt′
t∫

0

dt′′
〈
δbin(t′)δb†in(t′′)

〉
eiω0(t′−t′′)eκ(t′+t′′)/2

(2.94)

where almost all of the cross-terms vanish since the expectation value is taken with
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2.3 Lossy Quarter-wavelength Cavity

respect to the ground state. Using the fact that
〈
a(0)a†(0)

〉
= 1 and

〈
δbin(t′)δb†in(t′′)

〉
=
〈

[bin(t′), b†in(t′′)]
〉

= δ(t′ − t′′), (2.95)

we find that (∆x)2 = 1. The fluctuations in p are identical to those in x

(∆p)2 =
〈
a(0)a†(0)

〉
e−κt + κe−κt

t∫

0

dt′
t∫

0

dt′′
〈
δbin(t′)δb†in(t′′)

〉
eiω0(t′−t′′)eκ(t′+t′′)/2

(2.96)

such that the minimum uncertainty relation

∆x = ∆p = 1 (2.97)

holds for all time. Thus, the steady state solution of the damped, driven quantum

harmonic oscillator is a coherent state.

Section 2.3

Lossy Quarter-wavelength Cavity

In this section we analyze the dynamics of a quarter-wavelength (λ/4) microwave

cavity in the presence of loss. We consider two forms of loss: that due to coupling to

an external transmission line, which also provides the means of driving and measuring

the cavity, and that due to internal loss in the cavity. Our analysis is focused around

the reflection coefficient of the cavity, and we show that the classical and quantum

treatments (based on microwave engineering and input-output theory, respectively)

are in correspondence with one another.

2.3.1 Classical Treatment

Near its fundamental frequency, the input impedance of our quarter-wavelength

cavity is approximately [6]

Zin ≈
Z0

α`+ iπ∆/2ω0

(2.98)

where ∆ = ω − ω0 is the detuning from the fundamental frequency ω0, α is the

cavity’s attenuation constant, ` is its length, Z0 is its characteristic impedance, and

we’ve assumed both low loss (α` � 1) and small detuning (∆ � ω0). This input
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2.3 Lossy Quarter-wavelength Cavity

Figure 2.3: Schematics representing our quarter-wavelength cavity and
its external environment. In (a), the external elements Z0 and Cc are
in series with the cavity, as they are in the experiment, and the plane
of the sample (at which the reflection coefficient will be analyzed) is
marked by a dashed line. In (b), the external elements are represented
by their parallel equivalents: resistance R′ and capacitance C ′.

impedance is equivalent to that of a parallel RLC resonator

Zin ≈
1

(1/R) + 2i∆C
(2.99)

near its resonant frequency (∆� ω0), with effective lumped elements

R =
Z0

α`
(2.100)

L =
1

ω2
0C

(2.101)

C =
π

4ω0Z0

(2.102)

that depend on the resonant frequency of the cavity. We couple to this system with

a series capacitance Cc and measure it by connecting it to a network analyzer with

the same characteristic impedance Z0 = 50Ω that provides the incoming voltage and

measures the outgoing voltage for reflection measurements. The loaded cavity can

therefore be approximated by the circuit shown in Figure 2.3(a).

To simplify things [58], we can replace the series combination of Z0 and Cc by an

equivalent combination of R′ and C ′ in parallel, as shown in Figure 2.3(b). We find

R′ and C ′ with the constraint

Z0 −
i

ωCc
=

(
1

R′
+ iωC ′

)−1

(2.103)
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2.3 Lossy Quarter-wavelength Cavity

that yields the solutions

R′ = Z0

(
1 +

1

ω2Z2
0C

2
c

)

C ′ = Cc

(
1

1 + ω2Z2
0C

2
c

)
.

(2.104)

Using the fact that Cc � C, since we have designed our system so the majority of the

capacitance comes from the cavity itself, and the effective capacitance of our cavity

given by Eq. 2.102, we can infer that Ccω0Z0 � 1. We can therefore approximate

R′ ≈ 1

ω2Z0C2
c

C ′ ≈ Cc .

(2.105)

where we’ve used ω ≈ ω0 since we’ve constrained ourselves to working very close to

the fundamental frequency.

Internal and External Quality Factors. Drawing the circuit in this way allows

us to easily analyze the internal and external quality factors of our system, since

the internal quality factor Qint is due to dissipation in R and the external quality

factor Qext is due to dissipation in R′. The most general definition of quality factor

at resonance is [6]

Q ≡ ω0
average energy stored

energy loss/second
(2.106)

where the average energy stored in a cycle is a combination of the electrical energy

We = (Ctot)|Vin|2/4 ≈ (C+Cc)|Vin|2/4 and the magnetic energy Wm (which equals We

at resonance), and the average energy loss per second in a cycle (due to the resistance

Rloss) is Ploss = |Vin|2/2Rloss. Putting these expressions together, our internal and

external quality factors take the form

Qint = ω0R (C + Cc)

Qext =
C + Cc
ω0Z0C2

c

(2.107)

and the total, or ’loaded’, quality factor is given by

Qtot =

(
1

Qint

+
1

Qext

)−1

=
ω0R (C + Cc)

1 + ω2
0RZ0C2

c

. (2.108)
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2.3 Lossy Quarter-wavelength Cavity

Lastly, we define effective angular damping rates κ = ω0/Q which take the form

κint =
1

R (C + Cc)

κext =
ω2

0Z0C
2
c

(C + Cc)

κtot =
1 + ω2

0RZ0C
2
c

R (C + Cc)
.

(2.109)

Since the effective capacitance C is a function of the resonant frequency ω0 of the

fundamental mode of the cavity, according to Eq. (2.102), so too are these damping

rates

κint(ω0) ≈ 4ω0Z0

πR
(2.110)

κext(ω0) ≈ 4

π
ω3

0Z
2
0C

2
c (2.111)

κtot(ω0) = κint(ω0) + κext(ω0) (2.112)

where we’ve used Cc � C to simplify the above expressions.

Reflection Coefficient. We now turn to the analysis of reflection measurements

off the cavity into the characteristic impedance Z0 [59]. In this case we consider

everything other than Z0 to be part of the resonant circuit, so we include the series

coupling capacitance Cc. The impedance of the cavity is then

Zcav =
1

iωCc
+

(
1

R
+

1

iωL
+ iωC

)−1

(2.113)

which gives rise to the reflection coefficient

S11 =
Vout

Vin

=
Zcav − Z0

Zcav + Z0

=
1− ω2

[
L (C + Cc)− Z0CcL

R

]
+ iω

[
L
R
− Z0Cc (1− ω2LC)

]

1− ω2
[
L (C + Cc) + Z0CcL

R

]
+ iω

[
L
R

+ Z0Cc (1− ω2LC)
]

(2.114)
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2.3 Lossy Quarter-wavelength Cavity

which requires significant simplification. First, note that Z0/R = π/4Qint � 1, and

let x = ω/ω0 where ω0 = 1/
√
L(C + Cc), allowing us to write

S11 =
1− x2 + ixω0

[
L
R
− Z0Cc

(
1− x2 C

C+Cc

)]

1− x2 + ixω0

[
L
R

+ Z0Cc

(
1− x2 C

C+Cc

)] (2.115)

We now express R and Z0 in terms of Qint and Qext, respectively, yielding

S11 =
1− x2 + ix

[
1

Qint
− C+Cc

CcQext

(
1− x2 C

C+Cc

)]

1− x2 + ix
[

1
Qint
− C+Cc

CcQext

(
1− x2 C

C+Cc

)] (2.116)

Next we reiterate that the operating frequency must be very close to the resonant

frequency for this model to hold, so we may write x = 1+δx and keep only the lowest

order terms in δx. In addition, as stated before, the coupling capacitance is small

compared to the total capacitance, so that Cc/(C + Cc) � 1. Incorporating these

simplifications, we find

S11 =
−2δx+ i

(
1

Qint
− 1

Qext

)

−2δx+ i
(

1
Qint

+ 1
Qext

) (2.117)

Noting that δx = ∆/ω0, we multiply through by −ω0/2 and express the Q’s in terms

of κ’s to obtain

S11(∆) =
∆− i (κint − κext) /2

∆− i (κint + κext) /2
(2.118)

which is our final result. Using the real and imaginary parts (or equivalently the

magnitude and phase) of the reflection coefficient obtained from a network analyzer

trace, we can fit this model to our data and obtain best fits for ω0, κint, and κext.

These are crucial to our other theoretical models in which they appear as empirical

parameters.

2.3.2 Quantum Treatment

We would like to connect this formalism to that of input-output theory, but first

we have to make clear how the reflection coefficient acts upon quadrature operators.

Unlike its action on complex-valued voltages, the reflection coefficient acts on quadra-

ture operators by changing their magnitude and inducing a rotation in phase space

(rather than simply multiplying by eiθ). To be precise, let’s introduce the quadrature
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2.3 Lossy Quarter-wavelength Cavity

Figure 2.4: Schematic of a two sided linear cavity with decay rates κ1

and κ2.

operator

X(θ) =
1

2

(
ae−iθ + a†eiθ

)
(2.119)

corresponding to the angle θ in phase space. In terms of this quadrature operator,

we can now write the action of the complex reflection coefficient S11 as

Xout(0) = |S11|Xin (arg(S11)) (2.120)

which yields the following relations

aout = S∗11ain

a†out = S11a
†
in

(2.121)

for the associated creation and annihilation operators.

For our model system we consider a two-sided cavity, as depicted in Fig. 2.4, where

one port is meant to model the physical transmission line capacitively coupled to our

cavity and the other port is meant to model an inaccessible internal loss channel.

Extending the results of input-output theory to the case of two baths, we relate the

fields at the ports of the cavity to the internal field of the cavity according to

aout
1 (t)− ain

1 (t) = −√κ1a(t)

aout
2 (t)− ain

2 (t) = −√κ2a(t)
(2.122)

where κ1 and κ2 are the damping rates associated with their respective ports, such

that the internal cavity field obeys the quantum langevin equation

ȧ(t) = −iω0a(t)− κ1 + κ2

2
a(t) +

√
κ1a

in
1 (t)

+
√
κ2a

in
2 (t).

(2.123)
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Scattering Matrix. In scattering experiments we are generally interested in the

steady state response of the cavity as a function of drive frequency ω, to which end

we Fourier transform Eq. (2.123) and solve for the cavity response algebraically

ã(ω) =

√
κ1ã

in
1 (ω) +

√
κ2ã

in
2 (ω)

i(ω0 − ω) + (κ1 + κ2)/2
(2.124)

where a tilde denotes the Fourier transform of the given mode operator. Plugging

this result into the Fourier transform of Eq. (2.122), we find a linear relationship

between the input and output mode operators

ãout
1 (ω) = ãin

1 (ω)− κ1ã
in
1 (ω) +

√
κ1κ2ã

in
2 (ω)

i(ω0 − ω) + (κ1 + κ2)/2

ãout
2 (ω) = ãin

2 (ω)−
√
κ1κ2ã

in
1 (ω) + κ2ã

in
2 (ω)

i(ω0 − ω) + (κ1 + κ2)/2

(2.125)

that defines the scattering matrix according to

[
ãout

1 (ω)

ãout
2 (ω)

]
=

[
S∗11 S∗12

S∗21 S∗22

][
ãin

1 (ω)

ãin
2 (ω)

]
(2.126)

where the complex conjugate of each matrix element is taken for the reasons discussed

earlier. The scattering matrix elements therefore take the form

S11(∆) =
∆− i(κ2 − κ1)/2

∆− i(κ1 + κ2)/2
(2.127)

S12(∆) =
i
√
κ1κ2

∆− i(κ1 + κ2)/2
(2.128)

S21(∆) =
i
√
κ1κ2

∆− i(κ1 + κ2)/2
(2.129)

S22(∆) =
∆− i(κ1 − κ2)/2

∆− i(κ1 + κ2)/2
(2.130)

where ∆ = ω − ω0 is the detuning, as before.

Quantum-Classical Correspondence. Comparing our classical reflection coeffi-

cient from Eq. (2.118) and our quantum reflection coefficient from Eq. (2.127), we
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2.3 Lossy Quarter-wavelength Cavity

see that they are equivalent if we identify

κ1 = κext

κ2 = κint

(2.131)

such that port 1 is intepreted as the physical port through which the system is driven

and measured, and port 2 is interpreted as an inaccessible port modeling internal

losses. Under this interpretation, we therefore find the quantum two-sided cavity to

be an accurate model of a lossy quarter-wavelength cavity. In this case it is convenient

to rewrite the quantum Langevin equation for our λ/4 cavity in the form

ȧ(t) =
i

~
[Hsys, a(t)]− κtot

2
a(t) +

√
κextain(t) +

√
κinbin(t) (2.132)

where ain is the input mode of the physical port, and bin is the noisy input mode of

the port modeling internal losses such that 〈bin(t)〉 = 0.

Furthermore, since the reflection coefficient now admits both of the following

interpretations

Vout = S11Vin

〈aout〉 = S∗11 〈ain〉
(2.133)

we can conclude that Vout is linearly related to the output mode operators and Vin

is linearly related to the input mode operators. Thus, we can identify the signal we

send into the cavity via the coupling capacitor Cc with the input mode operators,

and we can interpret the signal coming out of the cavity via the coupling capacitor

Cc with the output mode operators.

2.3.3 Reflection Coefficient

We next analyze some key properties of the reflection coefficient

S11(∆) =
∆− i (κint − κext) /2

∆− i (κint + κext) /2
(2.134)

and illustrate the importance of this quantity with an experimental example.
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Coupling Regimes. It is useful to define a dimensionless coupling ratio

ξ =
Qint

Qext

=
κext

κint

(2.135)

that tells us the fraction of energy entering the cavity that eventually escapes. When

ξ > 1 the system is said to be over-coupled, and most of the energy that enters the

cavity eventually exits (the reflected signal here is mostly due to reflection off the

back of the cavity). When ξ < 1 the system is said to be under-coupled, and most of

the energy that enters the cavity is dissipated inside of it (the reflected signal here is

mostly due to reflection off the front of the cavity). When ξ = 1 the system is said

to be critically-coupled, and there is a balance of energy dissipation. Since we rely

on intra-cavity photons leaking out to infer the state of the cavity, the over-coupled

regime is preferable in our case.

Trajectory in the Complex Plane. The reflection coefficient takes the form of a

parametric curve in the complex plane, parametrized by the detuning ∆, as pictured

in Figure 2.5. To analyze this trajectory, it is useful to define another dimensionless

parameter ζ = (1 − ξ)/(1 + ξ) in terms of which the reflection coefficient can be

written in a nondimensional form

S11(∆) =
(∆/κtot)− iζ/2
(∆/κtot)− i/2

. (2.136)

We now show explicitly that this parametric curve traces out a circle in the complex

plane. Using the trigonometric substitution ∆/κtot = tan(θ/2)/2 we find

S11(θ) = sin2

(
θ

2

)
+ ζ cos2

(
θ

2

)
+ i (1− ζ) sin

(
θ

2

)
cos

(
θ

2

)

=
1 + ζ

2
− 1− ζ

2
e−iθ

(2.137)

which is the equation for a circle. In terms of our original variables, we can write

S11(∆) =
1

1 + ξ
− ξ

1 + ξ
exp

[
−2i arctan

(
2∆

κtot

)]
(2.138)

which makes clear that the center and radius of this circular trajectory depend only

on the coupling ratio ξ, whereas the rate at which the trajectory is traversed depends

on the total damping rate κtot. It is important to note that the magnitude |S11| is
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Figure 2.5: Visualization of the linear reflection coefficient, Eq. (2.134),
in (a) the under-coupled regime with ξ = 1/3, (b) the critically-coupled
regime with ξ = 1, and (c) the over-coupled regime with ξ = 3. The
circular path traced out in the complex plane (as a function of detuning)
is plotted point by point to visualize the rate at which the path is
traversed for a set of linearly-spaced frequencies.
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insufficient to determine the internal and external damping rates independently, since

it is invariant under ξ → 1/ξ, as can be seen in Fig. 2.5. To extract both damping

rates κint and κext it is therefore crucial to use both magnitude and phase data for the

reflection coefficient, which is most easily accomplished by treating S11 as a trajectory

in the complex plane.

Experimental Example. To illustrate the utility of the reflection coefficient for

characterizing microwave cavities, it is useful to take a look at some experimental

data. Fig. 2.6 shows a measurement of S11(∆) for a λ/4 microwave cavity. By fitting

to Eq. (2.134) we are able to determine the resonant frequency ω0 as well as the

damping rates κint and κext. This measurement requires careful calibration of the

microwave network used to measure the cavity; we discuss this methodology in detail

in Section 5.2 and make use of it extensively in Chapter 6.
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ω0/2π κint/2π κext/2π κtot/2π
6.01 GHz 68 kHz 565 kHz 633 kHz

Figure 2.6: Measured S11(∆) for a λ/4 cavity and best fit to Eq.
(2.134). Best fit parameters are in the table above.

2.3.4 Ringdown Dynamics

We next analyze the transient dynamics of the cavity as it rings down. In this

situation, the cavity is first driven to a steady state amplitude, then the drive is

abruptly turned off at t = 0. As we will see, measuring the rate of decay allows us to

determine the total damping rate of the cavity κtot.

We approach this problem semiclassically by solving for the ensemble-averaged

cavity response. To find the steady state amplitude at t < 0, we start by taking the
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2.3 Lossy Quarter-wavelength Cavity

expectation value of the quantum Langevin equation

α̇(t) = −iω0α(t)− κtot

2
α(t) +

√
κextαin(t) (2.139)

where α(t) = 〈a(t)〉 and αin(t) = 〈ain(t)〉. Assuming a sinusoidal input drive αin(t) =

αine
−iωt, we plug in the ansatz α(t) = αe−iωt for the steady-state cavity response and

obtain the solution

α(t < 0) =

√
κext

−i∆ + κtot/2
αine

−iωt, (2.140)

for the steady-state intracavity field for t < 0. At t = 0 the input drive is turned off,

such that the average cavity field evolves according to the equation

α̇(t) = −iω0α(t)− κtot

2
α(t) (2.141)

for t > 0. The solution to this differential equation is a simple exponential decay,

given by

α(t > 0) =

√
κext

−i∆ + κtot/2
αine

−iω0te−κtott/2, (2.142)

where α(0) is determined by our steady-state solution for α(t < 0).

We’ve now solved for the intracavity field at all times t, but what we’re actually

interested in is the output field since this is what we can measure directly. Plugging

our results into the input-output relationship αout(t) − αin(t) = −√κextα(t), the

amplitude of the average output field takes the form

|αout(t)| =





[
1−

κintκext

∆2 + κ2
tot/4

]1/2

|αin| t < 0

κext√
∆2 + κ2

tot/4
|αin|e−κtott/2 t ≥ 0

(2.143)

which inherits a discontinuity from the input drive when it is turned off at t = 0. By

measuring the decay of the output field we can determine the total damping rate κtot.

Experimental Example. An example of a ringdown measurement is shown in Fig.

2.7. This measurement was performed on the same cavity as the reflection coefficient

measurement in Fig. 2.6, and we obtain consistent values for κtot with these two

measurements. Furthermore, we see the discontinuous jump in the cavity amplitude

when the drive is turned off (though this sharp feature is blurred due to the bandwidth
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2.4 Frequency-modulated Cavity

of our measurement). We discuss this measurement scheme in detail in Section 5.4

and make use of it in Section 6.6.2.

−2 −1 0 1 2 3

t (µs)

0

2

4

6

8

V
ou

t
(a

.u
.)

κtot/2π = 651 kHz

Data

Fit

Figure 2.7: Ringdown measurement with a λ/4 cavity.

Section 2.4

Frequency-modulated Cavity

We next consider the dynamics of a driven two-sided cavity whose resonant fre-

quency is modulated sinusoidally. This analysis serves as a model for an important

measurement scheme we will later use to determine both the dispersive charge sensi-

tivity of the cCPT and the power spectra of charge and flux noise that couple to the

cCPT’s resonant frequency. The idea behind the measurement scheme is straight-

forward: when driven near resonance, any changes in the resonant frequency of the

cavity are encoded as changes in the phase of the reflected signal. If the resonant fre-

quency is modulated sinusoidally then the reflected signal becomes phase-modulated,

as we will show. One consequence of this phase modulation is the generation of output

power at sideband frequencies, which can easily be measured in the lab. This mea-

surement scheme is discussed in detail in Section 5.3 and implemented experimentally

in Section 6.4.

The quantum Langevin equation for the two-sided, frequency-modulated cavity

ȧ = −iω0(t)a− κtot

2
a+
√
κextain +

√
κintbin (2.144)
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2.4 Frequency-modulated Cavity

where we assume the resonant frequency is modulated sinusoidally such that

ω0(t) = ω0 + Ω cos(ωmt). (2.145)

We treat the system semiclassically by taking the expectation value of this equation

of motion and assuming a sinusoidal drive 〈ain(t)〉 = αine
−iωt, such that

α̇ =
[
−iω0 − iΩ cos(ωmt)−

κtot

2

]
α +
√
κextαine

−iωt. (2.146)

We now make an ansatz of the form

α(t) = A(t) exp

[
−iω0t− i

Ω

ωm
sin(ωmt)−

κtot

2
t

]
(2.147)

and find the equation of motion for the amplitude A(t)

Ȧ =
√
κextαin exp

[
−i∆t+ i

Ω

ωm
sin(ωmt) +

κtot

2
t

]
. (2.148)

where we have introduced the detuning ∆ = ω − ω0.

To solve this differential equation we use the Jacobi-Anger expansion

eiz sin(x) =
∞∑

n=−∞
Jn(z)einx (2.149)

where Jn is the nth Bessel function of the first kind. Plugging this identity into our

differential equation, we find

Ȧ =
√
κextαin

∞∑

n=−∞
Jn

(
Ω

ωm

)
exp [−i(∆− nωm)t+ κtott/2] . (2.150)

This equation can be integrated directly, yielding the solution

A(t) =
√
κextαin

∞∑

n=−∞
Jn

(
Ω

ωm

)
exp [−i(∆− nωm)t+ κtott/2]

−i(∆− nωm) + κtot/2
(2.151)

where we have dropped the constant A(0) since we are interested in the steady state,

rather than the transient response. Plugging back into our ansatz, we arrive at the
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2.4 Frequency-modulated Cavity

general solution for the expectation value of the intracavity field

α(t) =
√
κextαin

∞∑

n=−∞
Jn

(
Ω

ωm

)
exp
[
−i(ω − nωm)t− i(Ω/ωm) sin(ωmt)

]

−i(∆− nωm) + κtot/2
. (2.152)

To make use of this solution it is convenient to simplify it further. First we apply

the Jacobi-Anger expansion again to find

α(t) =
√
κextαin

∞∑

n=−∞
Jn

(
Ω

ωm

)
exp [−i(ω − nωm)t]

−i(∆− nωm) + κtot/2

∞∑

k=−∞
Jk

(
Ω

ωm

)
exp [−ikωmt] .

(2.153)

Next we assume the amplitude of the frequency modulation is small, such that

Ω/ωm � 1, and expand to linear order in this small parameter yielding

α(t) =
√
κextαin

{
exp [−iωt]
−i∆ + κtot/2

+
Ω

2

exp [−i(ω + ωm)t]

[−i∆ + κtot/2] [−i (∆ + ωm) + κtot/2]

+
Ω

2

exp [−i(ω − ωm)t]

[−i∆ + κtot/2] [−i (∆− ωm) + κtot/2]

}
.

(2.154)

From this expression we see that the cavity primarily responds at the drive frequency

ω and the sideband frequencies ω ± ωm.

2.4.1 Output Power Spectrum

We next simplify this expression by evaluating at ∆ = 0 (where the response is

maximized) and expanding to linear order in Ω/ωm (which we assume to be much

less than one for a weak frequency modulation amplitude), yielding the expression

α(t) =
√
κextαin

[
2

κtot

e−iω0t − iΩe−i(ω0+ωm)t

κtot(−iωm + κtot/2)
− iΩe−i(ω0−ωm)t

κtot(iωm + κtot/2)

]
. (2.155)

Finally, we solve for the output field

αout = αin

[(
1− 2

κext

κtot

)
e−iω0t +

iκextΩe
−i(ω0+ωm)t

κtot(−iωm + κtot/2)
+

iκextΩe
−i(ω0−ωm)t

κtot(iωm + κtot/2)

]
(2.156)

using the input-output relation aout = ain −
√
κexta.

Since the ingoing and outgoing voltages are proportional to ain and aout, the
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2.4 Frequency-modulated Cavity

amplitude of the outgoing voltage at each of the sidebands is given by

Vout(ω0 ± ωm) =
κextΩ

κtot

√
ω2
m + κ2

tot/4
Vin (2.157)

such that we can simply read off the power at the sidebands

Pout(ω0 ± ωm) =
κ2

extΩ
2

κ2
tot(ω

2
m + κ2

tot/4)
Pin. (2.158)

If the frequency modulation is instead a noisy signal with power spectral density

SΩΩ(ω) rather than a pure tone, the output power spectral density Sout will take the

form

Sout(ω0 ± ω) =
2κ2

ext

κ2
tot(ω

2 + κ2
tot/4)

PinSΩΩ(ω) (2.159)

where we have picked up an extra factor of two since the power spectral density

is defined in terms of RMS modulation amplitude per unit bandwidth. Thus, if we

drive the cavity at its resonant frequency we can extract the power spectral density of

frequency noise SΩΩ(ω) by measuring the output power spectral density Sout(ω0±ω)

at the corresponding sideband frequencies.

Experimental Example. Examples of two measurements that rely on this theory

are shown in Figure 2.8. First, a measurement of the frequency noise spectrum is

shown in Fig. 2.8(a). By driving the cavity on resonance and measuring the output

noise near the reflected drive, the power spectral density SΩΩ(ω) of frequency noise can

be determined from the output power in excess of the noise floor using Eq. (2.159).

This measurement is important for determining the power spectra of charge and flux

noise coupling to the resonant frequency of the cCPT. We discuss this measurement

methodology in greater detail in Section 5.3.

Second, a measurement of a frequency-modulated cavity is shown in Fig. 2.8(b).

By measuring the output power at the sideband frequencies ω0±ωm we can determine

the amplitude Ω of the sinusoidal frequency modulation using Eq. (2.158). This

measurement is important for determining the charge sensitivity of the cCPT, which

we discuss in detail in Chapter 7.
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2.5 Kerr Cavity

Figure 2.8: Anatomy of (a) frequency noise and (b) frequency modula-
tion measurements.

Section 2.5

Kerr Cavity

We next consider the dynamics of a cavity with a Kerr nonlinearity. As we will see

in Chapter 4, this is a good model for the cCPT. In addition, the power-dependent

frequency shift induced by the Kerr nonlinearity provides a means for us to calibrate

in-situ the power reaching the cCPT.

We begin from the Hamiltonian for a cavity with a Kerr nonlinearity K

H = ~ω0a
†a+

1

2
~Ka†2a2, (2.160)

which yields the nonlinear quantum Langevin equation

ȧ(t) = −i
[
ω0 +Ka†(t)a(t)

]
a(t)− κtot

2
a(t) +

√
κextain(t) +

√
κintbin(t). (2.161)

Taking the expectation value of this equation, we arrive at

[
i
(
ω0 − ω +K|α|2

)
+
κtot

2

]
α =
√
κextαin (2.162)

which is a nonlinear equation for the magnitude and phase of the intracavity field as

a function of the input amplitude and detuning. We proceed to solve this equation

for the magnitude and phase separately by first multiplying each side by its complex
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2.5 Kerr Cavity

conjugate to obtain

K2n3 − 2∆Kn2 +

[
∆2 +

κ2
tot

4

]
n− κext

Pin

~ω0

= 0 (2.163)

where n = |α|2 is the average number of intra-cavity photons, Pin = ~ω|αin|2 is the

power at the input port of the cavity, and we’ve used 1/ω ≈ 1/ω0 since ∆ � ω0.

If this equation has only one real solution then it is stable and the unique physical

solution, whereas if there are three real solutions then one solution will be unstable

and there will be bistability in the intracavity amplitude response as a function of

detuning [60]. Once a solution for the magnitude of the intracavity amplitude is

found, then we can plug back into Eq. (2.162) to find a unique solution for the cavity

phase

arg(α) = arg(αin)− arctan

(
∆−Kn
κtot/2

)
. (2.164)

For the measurements we aim to model (those made with a network analyzer), we

are most interested in how the cavity response depends on the input power Pin and

detuning ∆. For this analysis we therefore consider ω0, κint, κext, and K to be fixed.

Bifurcation Point. We first analyze the dependence of the cavity response on the

input power. In particular, we are interested in the bifurcation point of the Kerr

cavity, which occurs at the minimum power such that the response becomes bistable

(that is, when there are two stable solutions n for a single value of the detuning ∆).

A key feature of this bifurcation is that the response curve n(∆) becomes vertical,

or equivalently that the derivative of the detuning ∆ with respect to the response

n becomes zero [61]. We can find this condition by differentiating Eq. (2.163) with

respect to n and evaluating at the point nc where d∆/dn = 0. This yields the equation

3K2n2
c − 4K∆nc + ∆2 +

κ2
tot

4
= 0, (2.165)

which has solutions

n±c =
2∆

3K

(
1± 1

2

√
1− 3κ2

tot

4∆2

)
. (2.166)
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2.5 Kerr Cavity

The point at which this solution becomes real defines the onset of bistability and the

condition for this is |∆| =
√

3κtot/2, yielding the critical values

∆c = sign(K)

√
3

2
κtot,

nc =

√
3

3

κtot

|K| ,
(2.167)

where ∆ and K must have consistent signs such that nc remains positive. We further

require that this critical response nc satisfy Eq. (2.163), so we plug back in to find

the critical input power

Pc =

√
3

9

κtot

|K|
κtot

κext

~ω0κtot. (2.168)

Thus, a bifurcation occurs when the Kerr cavity is driven with power Pc at the

detuning ∆c, such that for input powers greater than Pc there is a range of detunings

∆ where the response n(∆) is bistable.

Response Curves. We next analyze the response as a function of detuning, n(∆).

To do so, it is convenient to rewrite Eq. (2.163) in nondimensional form

N3 − 2δN2 +

(
δ2 +

1

4

)
N −

√
3

9
ρin = 0 (2.169)

where the nondimensional response N , detuning δ, and input power ρin are given by

N = |K|n/κtot,

δ = (∆/κtot)sign(K),

ρin = Pin/Pc.

(2.170)

The simulated curve N(δ) is shown in Figure 2.9. At the bifurcation point ρin = 1

the response N(δ) becomes vertical.

2.5.1 Nonlinear Reflection Coefficient

With our solution for n(∆) we can plug back into our input-output relationship

to find the nonlinear reflection coefficient

S11(ω) =

(
αout

αin

)∗
=
i [∆−Kn(∆)] + (κint − κext)/2

i [∆−Kn(∆)] + κtot/2
. (2.171)
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Figure 2.9: Number of photons in the Kerr cavity as a function of de-
tuning at different input powers. Solid lines indicate monostable solu-
tions, dashed lines indicate bistable solutions, and dotted lines indicate
unstable solutions.

Using the same line of reasoning as in section 2.3.3, we can express S11 as

S11(ω) =
κint

κtot

− κext

κtot

exp

[
−2i arctan

(
∆−Kn(∆)

κtot/2

)]
(2.172)

so the trajectory of the non-linear reflection coefficient is circular, just as in the linear

case. The only difference is the rate at which that trajectory is traversed, as shown

in Figure 2.10.

2.5.2 Kerr Shift

By slightly rewriting the Kerr Hamiltonian (2.160),

H = ~
(
ω0 −

K

2
+
K

2
a†a

)
a†a (2.173)

it is clear that the nonlinear term can be interpreted as a frequency shift proportional

to the number of photons in the cavity. Another way of seeing this is by noting

that the minimum magnitude achieved by the nonlinear reflection coefficient (2.171)

occurs at detuning ∆∗ = Kn(∆∗) proportional to the average number of photons in

the cavity. This condition for the minimum reflection is equivalent to the condition

for maximum response n∗, which can be obtained by taking a derivative of Eq. (2.163)

with respect to detuning ∆ and setting dn/d∆ = 0 at ∆∗. Doing so, we find

∆∗ = Kn(∆∗) (2.174)
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Figure 2.10: Visualization of the nonlinear reflection coefficient (2.171)
below the threshold of bistability, with κext/κint = 3 and K > 0, for
three different input powers: (a)Pin = Pc/10, (b)Pin = Pc/2, and
(c)Pin = Pc. The circular path traced out in the complex plane as
a function of detuning is plotted point by point, for a set of linearly-
spaced frequencies, to visualize the rate at which the path is traversed.
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in line with our expectations. As this detuning corresponds to both maximum re-

sponse and absorption it can be viewed as a shift in the effective resonant frequency

of the oscillator. What we are primarily interested in, however, is how this frequency

depends on the input power Pin. Plugging n = ∆∗/K back into Eq. (2.163), we find

∆∗ = 4K
κext

κtot

Pin

~ω0κtot

(2.175)

so the shifted frequency ω∗ = ω0+∆∗ is proportional to the input power as well, which

can be seen in Figure 2.10. It is important to note that this analysis is only precise

below the bifurcation point, such that n(∆) is single-valued and varies smoothly.

Experimental Example. An example of a measurement utilizing the Kerr shift is

shown in Figure 2.11. Here we measure the magnitude of the reflection coefficient

S11 near resonance using a vector network analyzer (VNA), for a linearly-spaced set

of powers PVNA. The VNA traces for each value of PVNA are shown in Fig. 2.11(a).

From these traces we determine the shifted resonant frequency ω∗ as a function of

PVNA, which we plot in Fig. 2.11(b). By fitting a line to this data we can determine

the amount of power Pin reaching the sample relative to the power supplied by the

VNA. Calibrating the power at the plane of the sample enables us to determine the

gain and noise of our amplifier chain, which are important for comparing a variety of

experimental results with theory. We discuss this methodology in detail in Section

6.5.

Figure 2.11: Example of a measurement utilizing the Kerr shift. (a)
VNA trace of |S11| near resonance as a function of PVNA. (b) The Kerr-
shifted resonant frequency ω∗ as a function of PVNA, extracted from the
traces in (a).
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Chapter 3

Josephson Junctions

In this chapter we discuss the second key building block of the cCPT: the Joseph-

son junction (JJ). We first derive the Hamiltonian of a lumped-element JJ and discuss

how it behaves as a nonlinear inductance. We next analyze the Hamiltonian and en-

ergy levels of the Cooper pair transistor (CPT), which is formed by two JJs in series,

and discuss how it behaves as a tunable nonlinear inductance. This analysis is crucial

to understanding the Hamiltonian of the cCPT.

For further reading on JJs, we recommend the text by Orlando and Delin [62]

for an introductory treatment, and the text by Tinkham [63] for a more advanced

treatment. For further reading on the CPT, we recommend the theses of Cottet [64]

and Joyez [65].

Section 3.1

Lumped Element Josephson Junction

The dynamics of the lumped element Josephson junction, depicted schematically

in Fig. 3.1, are governed by the Josephson relations [62]

I = Ic sin(ϕ) (3.1)

V =
Φ0

2π

∂ϕ

∂t
(3.2)

where Ic is the critical current of the junction, ϕ is the gauge-invariant phase difference

across the junction, and Φ0 = h/2e is the magnetic flux quantum. Before proceeding,

it is worth noting that if we again define an effective flux coordinate as in Chapter 2
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3.1 Lumped Element Josephson Junction

Figure 3.1: Schematics of a lumped-element Josephson junction show-
ing (a) the voltage and current conventions and (b) the equivalent de-
scription of the junction as a parallel combination of capacitance CJ
and a tunnel junction with critical current Ic.

according to

Φ(t) ≡
t∫

−∞

V (t′)dt′ (3.3)

we find in this case

ΦJ(t) =
Φ0

2π
ϕ(t) (3.4)

such that it is simply the gauge invariant phase across the JJ multiplied by the reduced

flux quantum Φ0/2π, and therefore has dimensions of magnetic flux. Thus, writing

our equations of motion in terms of these flux coordinates is a natural way of putting

JJ’s on the same footing as other circuit elements.

We now apply Kirchhoff’s laws to this system, yielding the equations

V =
Q

CJ
=

Φ0

2π

∂ϕ

∂t
(3.5)

I = −Q̇ = Ic sin(ϕ) (3.6)

where the sign convention for the current enforces the fact that tunneling is the

mechanism by which the effective capacitor discharges. These can be combined into

a single equation of motion

CJ
Φ0

2π
ϕ̈+ Ic sin(ϕ) = 0 (3.7)

equivalent to that of a pendulum. Written in terms of the dimensionful flux coordinate
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3.1 Lumped Element Josephson Junction

ΦJ , this equation of motion reads

CJΦ̈J + Ic sin

(
2πΦJ

Φ0

)
= 0 (3.8)

which derives from the Lagrangian

L (ΦJ , Φ̇J) =
1

2
CJΦ̇2

J + EJ cos

(
2πΦJ

Φ0

)
(3.9)

where we’ve defined the Josephson energy EJ according to

EJ =
IcΦ0

2π
. (3.10)

The momentum conjugate to the effective flux coordinate ΦJ is therefore

∂L

∂Φ̇J

= CJΦ̇J = QJ (3.11)

which we write as the effective charge QJ . Performing a Legendre transformation, we

arrive at the Hamiltonian

H(ΦJ , QJ) =
∂L

∂Φ̇J

Φ̇J −L =
1

2CJ
Q2
J − EJ cos

(
2πΦJ

Φ0

)
(3.12)

such that the flux and charge obey the canonical commutation relation

[ΦJ , QJ ] = i~. (3.13)

Having canonically quantized the system using the dimensionful operators ΦJ

and QJ , it is useful to now return to the dimensionless phase ϕ and introduce a

dimensionless charge N according to

N =
QJ

2e
(3.14)

where e is the elementary charge. In terms of these dimensionless operators, our

Hamiltonian takes the form

H = 4ECN
2 − EJ cos(ϕ) (3.15)
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where we’ve defined the charging energy EC according to

EC =
e2

2CJ
(3.16)

which is the electrostatic energy associated with charging the capacitor CJ with a

single electron. The commutation relation between these new operators is found to

be

[ϕ,N ] = i. (3.17)

3.1.1 Hamiltonian in the Phase and Charge Bases

We now seek to express this Hamiltonian in both the phase and charge bases. We

are going to be somewhat loose with our notation, since we are assuming the reader

is familiar with graduate level quantum mechanics, but we will use hats to represent

operators in this section. The phase basis is straightforward, since we have

N̂ =
−i~
2e

∂

∂ΦJ

= −i ∂
∂ϕ

(3.18)

from the canonical commutation relations [66]. As such, the Hamiltonian in the phase

basis takes the form

Ĥ = −4EC
∂2

∂ϕ2
− EJ cos(ϕ̂) (3.19)

such that Schrodinger’s equation takes the form

− 4EC
∂2ψ(ϕ)

∂ϕ2
− EJ cos(ϕ)ψ(ϕ) = Eψ(ϕ). (3.20)

We note that this eigenvalue equation can be solved exactly in terms of Mathieu

functions [67], but this is primarily useful in the transmon regime for which EJ � EC ,

whereas we are working in the Cooper pair box regime for which EC & EJ . Regardless,

it is important to be aware of and we discuss it in the next section on the Cooper

pair transistor.

To express the Hamiltonian in the charge basis, we need to determine how the

operator cos(ϕ̂) acts on the charge basis. To this end, we first note that the eigenkets

of the phase operator ϕ̂ must be 2π periodic, which can be formally stated as

|ϕ〉 = |ϕ+ 2π〉 = e−i2πN̂ |ϕ〉 (3.21)
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3.1 Lumped Element Josephson Junction

where in the last step we’ve used the fact that N̂ is the generator of translations in

ϕ [64]. From this we can infer that the eigenvalues of N̂ must be integers. Next, for

any function f(Φ̂J) we have the commutation relation [66]

[Q̂J , f(Φ̂J)] = −i~f ′(Φ̂J) (3.22)

such that

[N̂ , eiϕ̂] = eiϕ̂. (3.23)

We apply this commutator to the expression

N̂eiϕ̂ |N〉 = eiϕ̂
(
N̂ + 1

)
|N〉 (3.24)

to find that

eiϕ̂ |N〉 = |N + 1〉 . (3.25)

This relationship allows us to express cos(ϕ̂) in the charge basis as

cos(ϕ̂) =
1

2

∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
(3.26)

such that the Hamiltonian in the charge basis takes the form

Ĥ = 4EC
∑

N∈Z
N2 |N〉〈N | − EJ

2

∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
. (3.27)

3.1.2 Josephson Inductance

We may associate an inductance LJ to the JJ according to the relationship V =

LJ İ. For the voltage and current given by the Josephson relations, this yields the

inductance

LJ(ϕ) =
L

(0)
J

cos(ϕ)
(3.28)

where

L
(0)
J =

Φ0

2πIc
(3.29)

is often simply called the Josephson inductance. The effective inductance of this

circuit element is nonlinear since it depends on the phase ϕ, or equivalently the
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3.1 Lumped Element Josephson Junction

current I. It can be cast as a function of current explicitly according to

LJ(I) =
L

(0)
J√

1− (I/Ic)2
. (3.30)

Similarly, we could have defined the Josephson energy by analogy to the potential

energy of an LC circuit

U =
Φ2
J

2LJ
=

(
Φ0

2π

)2
ϕ2

2LJ
. (3.31)

In this case, the Josephson inductance can be written in the form

L
(0)
J (ϕeq) =

(
Φ0

2π

)2 (
∂2U

∂ϕ2

)−1
∣∣∣∣∣
ϕ=ϕeq

(3.32)

where we’re expanding about the equilibrium position of our effective oscillator, de-

termined by
∂U

∂ϕ

∣∣∣∣
ϕ=ϕeq

= 0. (3.33)

For our Hamiltonian, ϕeq = 0 and the Josephson inductance is given by

L
(0)
J =

Φ0

2πIc
(3.34)

in agreement with our previous method. We note that with this method the nonlinear

contributions to the inductance are obtained by taking higher order derivatives of the

effective potential energy with respect to ϕ.

3.1.3 Josephson Energy

Written in the charge basis, the term in the Hamiltonian corresponding to the

Josephson energy

HJ = −EJ
2

∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
(3.35)

can be interpreted as the energy associated with tunneling through the junction;

it assigns an energy to transitions from a given number N of cooper pairs on the

plates of the capacitor CJ to N ± 1. This intuition is reinforced by considering the

energy associated with driving a current through a junction according to the I-V
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3.2 Cooper Pair Transistor

characteristics of the circuit element. From this perspective the energy is simply the

power P = IV integrated over time, which can be written

ECurrent(t) =

t∫

0

I(t′)V (t′)dt′. (3.36)

Plugging in the Josephson relations, we find

ECurrent(t) =
IcΦ0

2π

t∫

0

sin(ϕ(t′))
∂ϕ

∂t′
dt′

= EJ

ϕ(t)∫

ϕ0

sin(ϕ′)dϕ′

= −EJ
[
cos(ϕ(t))− cos(ϕ0)

]

(3.37)

which is the Josephson energy expressed in terms of the phase, up to an overall

constant.

Section 3.2

Cooper Pair Transistor

We now consider the Cooper pair transistor, depicted schematically in Fig. 3.2,

which consists of two identical JJs separated by a superconducting island to which a

gate voltage is applied. Kirchhoff’s voltage law for this system yields the equations

V1 −
Q1

CJ
= 0 (3.38)

V2 −
Q2

CJ
= 0 (3.39)

Vg(t)−
Qg

Cg
− Q2

CJ
= 0 (3.40)

Q1

CJ
+
Q2

CJ
− Φ̇ext(t) = 0 (3.41)
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3.2 Cooper Pair Transistor

Figure 3.2: Schematic of a Cooper pair transistor, consisting of two
identical JJs (each with capacitance CJ and critical current Ic) with a
gate voltage Vg applied to the superconducting island between them.
They form a closed superconducting loop through which an external
flux Φext is threaded. In this model the total current I(t) is not con-
trolled externally; it responds to the dynamics of the system.

and Kirchhoff’s current law yields the equations

Q̇1 + I1 + Q̇g − Q̇2 − I2 = 0 (3.42)

I(t)− Q̇1 − I1 = 0. (3.43)

We now impose the Josephson relations on the currents through and voltages across

each JJ

Ii = Ic sin(ϕi)

Vi =
Φ0

2π

∂ϕi
∂t

(3.44)

where ϕi is the gauge invariant phase across the i’th JJ and Φ0 = h/2e is the magnetic

flux quantum. Plugging back in to Eqs. (3.38)-(3.40), we can express the charge
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3.2 Cooper Pair Transistor

variables in terms of the phases across the JJs according to

Q1 = CJ
Φ0

2π
ϕ̇1 (3.45)

Q2 = CJ
Φ0

2π
ϕ̇2 (3.46)

Qg = CgVg(t)− Cg
Φ0

2π
ϕ̇2. (3.47)

Plugging these expressions into Eq. (3.41), we find

∂

∂t

[
Φ0

2π
(ϕ1 + ϕ2)− Φext(t)

]
= 0 (3.48)

which we recognize as the condition that the flux around a closed superconducting

loop is constant. Integrating this equation, and absorbing the constant of integration

(an integer multiple of Φ0) into Φext as a DC offset, we find

Φ0

2π
(ϕ1 + ϕ2) = Φext(t). (3.49)

Plugging all these results into Eqs. (3.42) and (3.43), and adding the latter to the

former, we find

(CJ + Cg)
Φ0

2π
ϕ̈2 + Ic sin(ϕ2)− CgV̇g = I(t) (3.50)

CJ
Φ0

2π
ϕ̈1 + Ic sin(ϕ1) = I(t). (3.51)

Using Eq. (3.49) we now introduce the average and relative phase coordinates

ϕ =
ϕ1 + ϕ2

2
=

π

Φ0

Φext (3.52)

δϕ =
ϕ1 − ϕ2

2
(3.53)

in terms of which Eqs. (3.50) and (3.51) take the form

CJ
Φ0

2π

(
ϕ̈− δ̈ϕ

)
+ Ic sin(ϕ− δϕ)− CgV̇g = I(t) (3.54)

CJ
Φ0

2π

(
ϕ̈+ δ̈ϕ

)
+ Ic sin(ϕ+ δϕ) = I(t) (3.55)

where we’ve dropped sub-leading order terms under the assumption that Cg � CJ .
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3.2 Cooper Pair Transistor

Taking the sum of and difference between Eqs. (3.54) and (3.55), and dividing the

former by two, we find

CJ
Φ0

2π
ϕ̈+ Ic sin(ϕ) cos(δϕ)− 1

2
CgV̇g = I(t) (3.56)

CJ
Φ0

π
δ̈ϕ+ 2Ic cos(ϕ) sin(δϕ) + CgV̇g = 0. (3.57)

According to Eq. (3.56), the current I(t) responds to our control parameters Vg

and Φext as well as to the dynamics of δϕ. The only undetermined variable in this

system is therefore δϕ, and its dynamics are governed by the equation of motion Eq.

(3.57). As in the previous section, we now introduce the effective flux coordinate

ΦJ =
Φ0

2π
δϕ (3.58)

such that Eq. (3.57) takes the form

2CJΦ̈J + 2Ic cos(ϕ) sin

(
2π

Φ0

ΦJ

)
+ CgV̇g = 0 (3.59)

which derives from the Lagrangian

L (ΦJ , Φ̇J) = CJΦ̇2
J + CgVgΦ̇J + 2EJ cos(ϕ) cos

(
2π

Φ0

ΦJ

)
(3.60)

where we’ve again introduced

EJ =
IcΦ0

2π
(3.61)

to be the Josephson energy of a single junction. The conjugate momentum now takes

the form of the effective charge variable

QJ =
∂L

∂Φ̇J

= 2CJΦ̇J + CgVg. (3.62)

Performing a Legendre transformation, we arrive at the Hamiltonian

H(ΦJ , QJ) =
∂L

∂Φ̇J

Φ̇J −L

=
1

4CJ
(QJ − CgVg)2 − 2EJ cos(ϕ) cos

(
2π

Φ0

ΦJ

) (3.63)
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3.2 Cooper Pair Transistor

where the operators ΦJ and QJ obey the canonical commutation relation

[ΦJ , QJ ] = i~. (3.64)

We now transform to the dimensionless operators

δϕ =
2π

Φ0

ΦJ (3.65)

N =
1

2e
QJ (3.66)

[δϕ,N ] = i (3.67)

in terms of which the Hamiltonian can be written

H = 4EC

(
N − ng

2

)2

− 2EJ cos

(
π

Φ0

Φext

)
cos(δϕ) (3.68)

where we’ve defined the charging energy

EC =
e2

2CΣ

≈ e2

4CJ
(3.69)

in terms of the total capacitance of the island CΣ = 2CJ +Cg ≈ 2CJ , introduced the

dimensionless parameter

ng =
CgVg
e

(3.70)

corresponding to the number of electrons gating the island, and substituted ϕ =

πΦext/Φ0. Using the results of the previous section, we express this Hamiltonian in

the charge basis as

H = 4EC
∑

N∈Z

(
N − ng

2

)2

|N〉〈N |

− EJ cos

(
π

Φ0

Φext

)∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

) (3.71)

which is tunable via both the gate charge ng and external flux Φext.

3.2.1 Energy Levels

We are primarily interested in the lowest few energy levels of this Hamiltonian

and their dependence on gate and external flux. In particular, when we later consider
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3.2 Cooper Pair Transistor

the CPT embedded in a cavity we will see that derivatives of the ground state energy

determine the effective dynamics of our cavity modes and excitation of the CPT is

something we need to avoid. In this section we therefore discuss several methods of

finding the lowest eigenvalues of the CPT Hamiltonian and analyze the properties of

the resulting energy bands as a function of gate and flux.

Exact Solution. We first approach the system in the phase basis, which will yield

an exact solution for all eigenvalues in terms of Mathieu characteristic numbers. We

generally follow Koch’s treatment [67], the two differences being our convention for

ng in units of electrons rather than Cooper pairs and our convention for defining the

Josephson energy EJ as that of a single junction rather than both. In the phase basis

the Hamiltonian is expressed as

H = 4EC

(
i
∂

∂ϕ
+
ng
2

)2

− 2EJ cos

(
π

Φ0

Φext

)
cos(ϕ) (3.72)

where we’ve let δϕ→ ϕ for notational convenience, such that Schrodinger’s equation

takes the form

[
4EC

(
i
∂

∂ϕ
+
ng
2

)2

− 2EJ cos

(
π

Φ0

Φext

)
cos(ϕ)

]
ψ(ϕ) = Eψ(ϕ) (3.73)

with boundary condition ψ(ϕ) = ψ(ϕ + 2π). We now cast this differential equation

in the form of the Mathieu equation by making the substitution

ψ(ϕ) = eingϕ/2f
(ϕ

2

)
(3.74)

in terms of which the differential equation takes the form

f ′′(x) +

(
E

EC
+

2EJ cos(πΦext/Φ0)

EC
cos(2x)

)
f(x) = 0. (3.75)

where x = ϕ/2. The energy eigenvalues of this differential equation take the form

Em(ng, ϕext) = ECa−ng+2k(m,ng)

(−EJ cos(πΦext/Φ0)

EC

)
(3.76)
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3.2 Cooper Pair Transistor

where aν(q) is Mathieu’s characteristic value and k(m,ng) is an auxiliary function

used to properly sort the energy eigenvalues in ascending order. This is given by

k(m,ng) =
∑

`=±1

(
int(ng + `/2) mod 2

)(
int(ng/2) + `(−1)m [(m+ 1) div 2]

)
(3.77)

where int(x) is the integer closest to x and (a div b) is the integer part of the quotient

a/b.

We note that our expression for Em differs slightly from Koch’s [67] in the subscript

ν of Mathieu’s characteristic value, since using Koch’s expression as-is (ν = ng + 2k)

yields non-sensical results. We believe ν is meant to be the characteristic exponent

derived in the appendix of [67] to be ν = −ng + 2k, which comes from the periodic

boundary condition on ψ(ϕ), and this is also the expression used by Bishop [52].

That being said, most sources use Koch’s expression for ν so it’s possible they’re

just using a convention that we’ve overlooked. For further reading, we recommend

Cottet’s thesis [64].

Figure 3.3: The first two energy levels E0(ng,Φext) and E1(ng,Φext) of
the CPT for EJ/EC = 1.

As we mentioned, we are primarily interested in the lowest two energy levels of

the CPT, which are plotted in Fig. 3.3 for EJ/EC = 1. At this energy ratio we can

see both characteristics of the band structure: parabolic structure as a function of

ng associated with the charging energy EC , and sinusoidal structure as a function

of Φext associated with the Josephson energy EJ . In line with this same intuition,
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3.2 Cooper Pair Transistor

Figure 3.4: Cross-sections of the first two energy levels E0(ng,Φext)
and E1(ng,Φext) of the CPT as a function of EJ/EC . In (a), the energy
levels are evaluated at Φext = 0. In (b), the energy levels are evaluated
at ng = 1/2.

when EJ/EC � 1 the band structure flattens out as a function of Φext and when

EJ/EC � 1 the band structure flattens out as a function of ng, as can be seen in Fig.

3.4. It is worth noting that for each value of Φext, the minimum energy difference

between the bands occurs at charge degeneracy (ng = 1 mod 2) and is approximately

EJ cos(πΦext/Φ0).

Ideally, we would always evaluate the energy levels using this exact solution, but

evaluating the Mathieu characteristic values is computationally intensive. In addition,

at the time of writing the exact expression for Em must be evaluated via Mathematica;

Python’s method of evaluating aν(q) via SciPy can only handle ν ∈ Z≥0. It may be

possible to perform the evaluation numerically in Mathematica, import this data

into Python, and use an interpolation routine to simulate the exact energy levels

in Python, but this interpolation step is made difficult by the fact that aν(q) has

discontinuities as a function of ν. In the transmon regime (EJ/EC � 1), one way of

circumventing this difficulty is by using asymptotic forms of the characteristic values.

In the Cooper pair box regime (EJ/EC . 1), we can solve for the eigenvalues of a

truncated form of the Hamiltonian expressed in the charge basis.

Truncated Charge Expansion. In general, the energy eigenstates |Em〉 will be

a superposition of many different charge states |N〉. Since we are working in the

Cooper pair box regime (EC & EJ), however, the quadratic term dominates and the

contribution of charge states with eigenvalues significantly different from int(ng/2)
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will be small for the lowest lying energy levels. We note that it is always possible to

set int(ng/2) = 0 by adding or subtracting an even number, since the whole system

is symmetric under ng → ng + 2k for k ∈ Z, and we do this for convenience. Thus,

the eigenvalues of the truncated CPT Hamiltonian

H = 4EC

Nhigh∑

N=−Nlow

(
N − ng

2

)2

|N〉〈N |

− EJ cos

(
π

Φ0

Φext

) Nhigh∑

N=−Nlow

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
.

(3.78)

are good approximations for the true energy levels. We now have two different ways

of approaching the problem of finding the eigenvalues of the truncated Hamiltonian:

analytically if fewer than three charge states are included, and numerically if more

than three charge states are included.

Truncated to two charge states, the Hamiltonian takes the form

HCPT = 2EC(ng − 1)σz − EJ cos

(
π

Φ0

Φext

)
σx + EC(n2

g − 2ng + 2) (3.79)

where the Pauli operators are given by

σz = |0〉〈0| − |1〉〈1| (3.80)

σx = |0〉〈1|+ |1〉〈0| (3.81)

and we’ve included the overall constant term so that we can compare this solution

method to others on the same footing. This is easily diagonalized to find an expression

for the two eigenenergies (m = 0, 1)

Em(ϕext, ng) = EC(n2
g − 2ng + 2) + (−1)m+1

√
4E2

C (ng − 1)2 + E2
J cos2

(
π

Φ0

Φext

)

(3.82)

which is valid for ng ∈ (0, 2) but most accurate near ng = 1/2. These expressions

can be extended to the real axis by letting ng → ng mod 2, but in doing so one finds

energy levels that are not differentiable at ng ≡ 0 mod 2 since the N = ng ± 1 states

will contribute equally at this point but only one is included. This cusp at ng = 0

can be seen in Fig. 3.5(a).

Truncated to three charge states, the Hamiltonian in the charge basis can be
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represented by the matrix

H =




EC(2 + ng)
2 −EJ cos

(
π

Φ0
Φext

)
0

−EJ cos
(
π

Φ0
Φext

)
ECn

2
g −EJ cos

(
π

Φ0
Φext

)

0 −EJ cos
(
π

Φ0
Φext

)
EC(2− ng)2


 (3.83)

where the matrix elements are given by Hij = 〈i|H|j〉. To find the eigenvalues of this

matrix, we follow Joyez’ treatment [65]. The characteristic equation of this matrix is

given by

(
E − EC(ng + 2)2

) (
E − ECn2

g

) (
E − Ec(ng − 2)2

)

− E2
J cos2(

π

Φ0

Φext)
(
2E − 2EC(n2

g + 4)
)

= 0 (3.84)

which can be solved analytically for the eigenvalues E. We introduce the intermediate

quantities

λ =
16

3

(
1

3
+ n2

g

)
+

2

3

(
EJ
EC

)2

cos2

(
π

Φ0

Φext

)
(3.85)

µ =
128

3

(
1

9
− n2

g

)
+

8

3

(
EJ
EC

)2

cos2

(
π

Φ0

Φext

)
(3.86)

θ = arccos

( −µ
2λ3/2

)
(3.87)

in terms of which the three eigenvalues can be expressed

Em(ng,Φext) = EC

[
8

3
+ n2

g +
√

4λ cos

(
θ + 2π(m+ 1)

3

)]
; m = 0, 1, 2. (3.88)

These expressions are valid for ng ∈ (−1, 1), but they can be extended to the real

axis by letting ng → (ng + 1 mod 2) − 1. As was the case for the two charge state

approximation, however, this yields energy bands that are not differentiable. This

time cusps are present at ng = 1 mod 2, as can be seen in Fig. 3.5(a).

Comparing Evaluation Methods. To compare these evaluation methods to the

exact solution we consider two different energy ratios, EJ/EC = 5 and EJ/EC = 0.5,

as depicted in Fig. 3.5. From (a), in which the larger energy ratio EJ/EC = 5 is

considered, it’s clear that including more charge states yields more accurate energy
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Figure 3.5: Comparing the ground and first excited state of the CPT
evaluated using the exact solution and truncations to 2, 3, and 5 charge
states. In (a) and (c) EJ/EC = 5, while in (b) and (d) EJ/EC = 0.5.
In (a) and (b) the cross-sections are evaluated at ϕext = 0, while in (c)
and (d) they are evaluated at ng = 1/2.

levels. From (b), in which the smaller energy ratio EJ/EC = 0.5 is considered, it’s

clear that many fewer charge states are required to achieve the same level of accuracy.

In this regime, therefore, the primary reason for using more charge states is to avoid

the presence of cusps in the energy levels that make them non-differentiable at certain

points, which will be very important for our purposes.

3.2.2 Tunable Josephson Inductance

By analogy to our previous treatment in Section 3.1.2, we now treat the ground

state energy of the CPT as an effective potential and define the Josephson inductance

as

LJ(ng,Φext) =

(
Φ0

2π

)2 (
∂2E0(ng, φ)

∂φ2

)−1
∣∣∣∣∣
φ=2πΦext/Φ0

(3.89)

where the equilibrium coordinate of the total flux is now the tunable via Φext. Here

we’ve differentiated with respect to the total phase φ = ϕ1 + ϕ2 across the JJs

since E0 is 2π-periodic in this parameter. This is a bit hand-wavy for now, but

it will be rigorously derived later on in Chapter 4 to be exactly this quantity that
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tunes the resonant frequency of our device. The inverse of this tunable inductance

is depicted in Fig. 3.6. We note that we’ve restricted ourselves to the gate range

Figure 3.6: The inverse of Josephson inductance LJ(ng,Φext) expressed

in units of L
(0)
J = Φ0/2πIc for the energy ratio EJ/EC = 1.

−0.8 < ng < 0.8 both because this is the range we are concerned with in practice, and

because the derivatives defining the above inductance diverge near the points (ng =

1 mod 2,Φext/Φ0 = 1/2 mod 1) in parameter space, indicating that the effective

Josephson inductance goes to zero at these points.

It is worthwhile to evaluate the Josephson inductance using the various methods

discussed previously and compare them, the results of which are shown in Fig. 3.7.

As we found earlier, the differences between the evaluation methods is greater in the

case EJ/EC > 1. Unlike evaluating the energy levels, however, there are regions

where the three charge state model differs significantly from the exact solution even

in the case EJ/EC < 1. Thus, to accurately simulate the Josephson inductance of

the CPT one will generally need to use at least five charge states. If one is working

far enough away from charge degeneracy, though, the three charge state model may

still suffice.
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Figure 3.7: Comparing the inverse of the tunable Josephson inductance
of the CPT evaluated using the exact solution and truncations to 2, 3,
and 5 charge states. In (a) and (c) EJ/EC = 5, while in (b) and
(d) EJ/EC = 0.5. In (a) and (b) the cross-sections are evaluated at
Φext = 0, while in (c) and (d) they are evaluated at ng = 1/2.
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Chapter 4

Cavity-embedded Cooper Pair

Transistor

In this chapter we introduce the cavity-embedded Cooper pair transistor (cCPT).

First, we discuss the physical realization of the cCPT and how it was fabricated. The

device we study was fabricated by Juliang Li, and we refer the reader to his thesis [49]

for a much more detailed account of the fabrication process. Another good source

of information on this process is Fei Chen’s thesis [68], since he and Juliang used

many of the same methods. Second, we derive the cCPT Hamiltonian using similar

techniques to those used in Chapter 2.

Section 4.1

Sample

The cCPT consists of a quarter-wavelength (λ/4) coplanar waveguide cavity with

a Cooper pair transistor connected between its voltage antinode and the ground

plane, as shown in Figure 4.1. The CPT is made up of two Josephson junctions (JJs)

separated by an island, which can be gated with a voltage Vg via the capacitance Cg.

Here we treat the JJs as identical, since their asymmetry is sufficiently small that it is

not necessary to account for our experimental observations. The cavity and CPT form

a closed loop, which is superconducting when cooled to base temperature in a dilution

refrigerator. This SQUID loop is L-shaped, as shown in Figure 4.1(b). The vertical

segment of the loop runs parallel to a transmission line carrying the current IΦ, which

threads flux through the loop, while the horizontal segment runs parallel to the cavity.

This design minimizes the coupling between the cavity and the transmission line
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4.1 Sample

Figure 4.1: (a) Sample images of the cCPT. (b) An illustration of the
chip layout of the cCPT; the dashed red line depicts the SQUID loop,
and the black arcs depict the magnetic field lines generated by the
current IΦ. (c) An equivalent-circuit schematic of the closed-system
cCPT. The λ/4 cavity behaves as a parallel LC circuit when operated
near its fundamental frequency ωλ/4 = 1/

√
LC [6].
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carrying IΦ, such that the effect on the intrinsic cavity damping rate is negligible. The

cavity is driven and measured via an external transmission line coupled to its voltage

antinode via the interdigitated capacitor Cc. The cavity, input/output line, gate bias

line, and flux bias line are all designed to have characteristic impedances of Z0 = 50Ω.

The cavity has a length ` = 5135 µm and bare resonant frequency ωλ/4 = 2π × 5.757

GHz (of its fundamental mode), which includes the slight renormalization due to the

coupling capacitance Cc (see Appendix A of Ref. [4]).

To fabricate the sample, a 100 nm layer of Nb was first sputtered onto an intrinsic

high-resistivity silicon substrate. The on-chip transmission lines (cavity, input/out-

put, gate/flux bias lines, and interdigitated coupling capacitor) were then patterned

using photolithography, and the Nb in the negative space was removed by reactive-ion

etching. Next, the oxide layer on the Nb was removed via ion milling and 10 nm of

Au was deposited for contact pads. Finally, the JJs were patterned using electron-

beam lithography to have a cross-sectional area of roughly 50× 50 nm2, and Al was

deposited using a double layer shadow evaporation with an oxidation step between

the layers to form the insulating barrier. The lower layer of Al forming the island,

deposited using a cryogenically-cooled stage, is 9 nm thick so as to increase the su-

perconducting gap energy [69, 70] and thereby suppress quasiparticle poisoning [71].

The upper layer of Al connecting to the Au contact pads is 65 nm thick. The super-

conducting phase around the SQUID loop remains coherent across the Au contact

pads due to the proximity effect. The fabrication techniques were similar to those

described in Ref. [72], which provides further detail.

Section 4.2

Hamiltonian

In this section we present an intuitive derivation of the closed-system cCPT Hamil-

tonian, depicted schematically in Fig. 4.2. The Hamiltonian of this system consists

of two parts: that due to the cavity, and that due to the CPT. Using the results of
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4.2 Hamiltonian

Figure 4.2: Simplified schematic of the closed-system cCPT, consisting
of a Cooper pair transistor connected between the voltage antinode
and ground plane of a superconducting λ/4 cavity. A gate voltage
Vg(t) is applied to the island between the JJs via the capacitance Cg.
An external flux Φext(t) is threaded through the superconducting loop
formed by the series combination of the cavity and the CPT. The JJs
are assumed to be identical, each having capacitance CJ and critical
current Ic. The cavity is characterized by its inductance per unit length
L, its capacitance per unit length C, its length `, and its normal mode
coordinates Φn, Qn.

Chapters 2 and 3, we can therefore write

H = HCavity +HCPT (4.1)

HCavity =
∞∑

n=1

[
Q2
n

2Cn
+

Φ2
n

2Ln

]
(4.2)

HCPT = 4EC
∑

N∈Z

(
N − ng

2

)2

|N〉〈N | − EJ cos(φ/2)
∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
,

(4.3)

where φ = ϕ1 + ϕ2 is the total phase across the JJs. Since the flux around a closed

superconducting loop must be an integer multiple of the flux quantum Φ0, we also

have the constraint

Φ0

2π
(ϕ1 + ϕ2)−

∞∑

n=1

Φn − Φext(t) = mΦ0 ; m ∈ Z. (4.4)
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Absorbing the constant multiple of Φ0 into Φext(t) as a DC offset, the total phase

across the JJs takes the form

φ =
2π

Φ0

[ ∞∑

n=1

Φn − Φext(t)

]
(4.5)

such that the CPT Hamiltonian can be written

HCPT =4EC
∑

N∈Z

(
N − ng

2

)2

|N〉〈N |

− EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)
.

(4.6)

However, for most of our subsequent analysis it will be convenient to leave HCPT in

terms of φ, rather than expressing it in terms of the cavity flux coordinates Φn and

external flux Φext. We therefore see that the CPT couples to the cavity modes via

their shared flux loop.

Adiabatic Elimination of the CPT. We now make an adiabatic approximation.

If we operate the CPT at bias points far enough away from the charge degeneracy

ng ≡ 1 (mod 2) then the gap between the ground and first excited state will be on the

order of EC ∼ h×50GHz, which is much faster than any other relevant frequencies in

our system. As we will discuss later, we’re actually unable to operate at gate biases

in the range 0.7 . ng (mod 2) . 1.3 due to quasiparticle poisoning, in which case

the minimum gap between the ground and first excited state of the CPT is about

E0→1
CPT & h× 75 GHz. Furthermore, our entire system will be at base temperature in

a dilution refrigerator with T . 30 mK, so that E0→1
CPT � kT and thermal excitations

will be negligible. Together, these imply that the CPT will remain in its ground state,

which will depend on the more slowly varying operators Φn and Qn. It is worth noting

that higher harmonics of the cavity may be comparable to the excitation frequency

of the CPT, so we must restrict ourselves to the first few harmonics at most.

The effective Hamiltonian of the rest of the system is obtained by taking the

expectation value of the total Hamiltonian with respect to the ground state |g〉 of the

CPT, yielding

Heff = HCavity + ECPT(ng, φ) (4.7)

where ECPT(ng, φ) is the ground state energy of the CPT Hamiltonian (Eq. (4.3)),
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4.2 Hamiltonian

and φ depends on both the cavity flux coordinates Φn and the external flux Φext.

Thus, the ground state energy of the CPT modifies the effective potential energy

of the cavity modes. To evaluate this ground state energy we can use all the same

techniques we developed in Chapter 3, the only difference being that φ is now a

function of our cavity flux operators Φn.

Equilibrium Phase Coordinate. Our goal is to understand and describe the

dynamics of small oscillations of the cavity mode coordinates about their equilibrium

values. To this end, we seek to find the equilibria of the effective potential

Veff({Φn}) =
∞∑

n=1

1

2Ln
Φ2
n + ECPT(ng, φ). (4.8)

The condition defining each mode coordinate’s equilibrium Φeq
n is therefore

∂Veff({Φm})
∂Φn

∣∣∣
Φeq

n

=
1

Ln
Φeq
n +

2π

Φ0

∂ECPT (ng, φ)

∂φ

∣∣∣
φ=φext+φeq

= 0 (4.9)

where we’ve introduced the notation

φext =
2π

Φ0

Φext (4.10)

φeq =
2π

Φ0

∞∑

n=1

Φeq
n . (4.11)

This is a complicated set of non-linear equations for the Φeq
n that depend on the bias

points ng and Φext, which can be expressed more conveniently as a single equation

for φeq by summing over all modes, yielding

φeq = −
(

2π

Φ0

)2
∂ECPT(ng, φ)

∂φ

∣∣∣
φ=φext+φeq

∞∑

n=1

Ln. (4.12)

Using our expression for the cavity mode inductance Ln = 8`L/π2(2n − 1)2 we can

evaluate the summation

∞∑

n=1

Ln =
∞∑

n=1

8`L
π2(2n− 1)2

= `L =
π2

8
L1 (4.13)
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analytically, where we’ve expressed the result in terms of the inductance L1 of the

fundamental cavity mode since this is a convenient quantity to extract experimentally.

Plugging back in, our equation for ϕ̄eq now reads

φeq = −L1
π2

8

(
2π

Φ0

)2
∂ECPT(ng, φ)

∂φ

∣∣∣
φ=φext+φeq

. (4.14)

It is worth noting at this point the significance of having a non-zero φeq: its effect

is to alter the total phase across the JJs at equilibrium

φ(Φext, φ
eq) =

2π

Φ0

Φext + φeq(ng,Φext) (4.15)

and therefore complicate our ability to freely control this parameter via the external

flux Φext. We may try to target a particular value of φ, but the equilibrium flux at

that bias point will also enter into the argument of the cosine in the CPT Hamilto-

nian, yielding a nonlinear dependence of the parameter we want to tune (φ) on the

parameter we have access to (Φext). On the other hand, if φeq always remains small,

we can ignore this effect entirely.

A simple upper bound on the solutions to Eq. (4.14) can be obtained by maxi-

mizing over the right hand side, yielding

|φeq| ≤ L1
π2

8

(
2π

Φ0

)2

max{ng ,φ}

∣∣∣∣
∂ECPT (ng, φ)

∂φ

∣∣∣∣ (4.16)

which assumes fixed and known values of L1, EJ and EC . We can write

L1 =
4Z
πω1

(4.17)

in terms of the cavity’s characteristic impedance Z =
√
L/C, designed such that

Z ≈ 50Ω, and the bare frequency of the fundamental mode ω1 ≈ 2π × 5.76 GHz.

If we want to apply a simplified model (one that neglects the non-zero equilibrium

coordinate) to experimental data as a means to extract EJ and EC , however, we must

also maximize over a reasonable range of these parameters. To this end, we maximize
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4.2 Hamiltonian

over the space defined by the intervals

ng ∈ [−0.7, 0.7] (4.18)

EC/h ∈ [50 GHz, 60 GHz] (4.19)

EJ/h ∈ [10 GHz, 20 GHz] (4.20)

where the gate ng is restricted to reflect the practical range over which we can operate

due to quasiparticle poisoning (see Section 6.1.2). We perform this maximization

using the Mathematica code shown in Fig. 4.3 and find

|φeq| . 0.035� 1. (4.21)

Thus, we can safely treat the equilibrium position as being zero for the purposes of

modeling our experiments.

In[271]:= << NumericalCalculus`

In[272]:= k[m_, ng_] := Sum[Mod[Round[ng + l/ 2], 2]*(Round[ng/ 2] - l*((-1)^m)*

Quotient[m + 1, 2]), {l, {-1, 1}}];

In[273]:= Ecpt[m_, ng_, ϕ_, Eratio_, Ec_] :=

Ec* MathieuCharacteristicA[-ng + (2* k[m, ng]), -1.0* Eratio* Cos[ϕ / 2]];

In[274]:= h = 6.63*(10^-34);

Φ0 = 2.07*(10^-15);

In[276]:= Z0 = 50.0;

ω1 = 2* Pi* 5.76*(10^9);

L1 = (4* Z0)/(Pi*ω1);

In[279]:= phieqfunction[ng_, ϕ_, Ej_, Ec_] :=

ND[Ecpt[0, ng, ϕdummy, Ej/ Ec, Ec], {ϕdummy, 1}, ϕ];

In[280]:= result = NMaximize[{Abs[phieqfunction[ng, ϕ, Ej, Ec]],

Ej < h*(20.0*(10^9)) && Ej > h*(10.0*(10^9)) && Ec > h*(50.0*(10^9)) &&

Ec < h*(60.0*(10^9)) && -0.7 < ng && ng < 0.7 && ϕ ≥ 0 && ϕ ≤ (2* Pi)}, {ng, ϕ, Ej, Ec}]

Out[280]= 1.75091× 10-24, ng → 0.522775, ϕ → 1.55505, Ej → 1.326× 10-23, Ec → 3.315× 10-23

In[281]:= (L1*((Pi^2)/ 8)*(((2* Pi)/Φ0)^2))* result[[1]]

Out[281]= 0.0350083

Figure 4.3: Mathematica code used to bound the equilibrium coordi-
nate.

Effective Cavity Hamiltonian. Having found the equilibrium phase coordinate

to be negligibly small, we can now Taylor expand our effective potential about this
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point to arrive at our effective Hamiltonian

Heff =
∞∑

n=1

(
Q2
n

2Cn
+

Φ2
n

2Ln

)
+
∞∑

k=2

1

k!

∂kECPT(ng, φ)

∂φk

∣∣∣
φ=φext

(
2π

Φ0

∞∑

n=1

Φn

)k

(4.22)

where the k = 0 term has been dropped since it’s an overall constant and the k = 1

term vanishes since we are expanding about the approximate equilibrium point of

the effective potential. It is worth noting that the condition that this Taylor series

is only accurate when the total flux in the cavity is much less than the flux quan-

tum: |∑∞n=1 Φn| � Φ0. Finally, for notational convenience we adopt the following

shorthand for partial differentiation of the CPT ground state energy

∂kφECPT(ng,Φext) =
∂kECPT (ng, φ)

∂φk

∣∣∣
φ=2πΦext/Φ0

(4.23)

in terms of which the Hamiltonian can be written

Heff =
∞∑

n=1

(
Q2
n

2Cn
+

Φ2
n

2Ln

)
+
∞∑

k=2

1

k!
∂kφECPT(ng,Φext)

(
2π

Φ0

∞∑

n=1

Φn

)k

. (4.24)

Section 4.3

Dynamics of the Fundamental Mode

We now consider the situation where we drive the cavity near the resonant fre-

quency of its fundamental mode. Applying the RWA we drop all terms that do not

tend to oscillate near this resonant frequency such that our effective cavity Hamilto-

nian becomes

H =
Q2

2C
+

Φ2

2L
+
∞∑

k=2

1

k!
∂kφECPT(ng,Φext)

(
2π

Φ0

Φ

)k
(4.25)

where we’ve written L = L1, C = C1, Q = Q1, and Φ = Φ1 for simplicity. We note

that there will also be many terms involving higher order modes, but these can be

dropped under the assumption that they are in their ground state, which is true to

very good approximation. Defining the tunable Josephson inductance LJ(ng, ϕext)

according to

LJ(ng,Φext) =

(
Φ0

2π

)2 (
∂2
φECPT(ng,Φext)

)−1
(4.26)
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and the total inductance Ltot as the parallel combination of L and LJ

1

Ltot(ng, ϕext)
=

1

L
+

1

LJ(ng,Φext)
(4.27)

this Hamiltonian can be rewritten

H =
Q2

2C
+

Φ2

2Ltot(ng,Φext)
+
∞∑

k=3

1

k!
∂kφECPT(ng,Φext)

(
2π

Φ0

Φ

)k
. (4.28)

We now introduce creation and annihilation operators in the usual way

a =
1√

2~Ztot

(Φ + iZtotQ)

a† =
1√

2~Ztot

(Φ− iZtotQ)
(4.29)

with inverse transformations given by

Φ =

√
~Ztot

2

(
a+ a†

)

Q = i

√
~

2Ztot

(
a† − a

)
.

(4.30)

where [a, a†] = 1 and Ztot =
√
Ltot/C is the total impedance of the cavity mode,

which depends on both ng and Φext in general. Plugging these operators into our

Hamiltonian, we find

H = ~ω0a
†a+

∞∑

k=3

1

k!

(
2π

Φ0

√
~Ztot

2

)k

∂kφECPT(ng,Φext)
(
a+ a†

)k
(4.31)

where ω0 = 1/
√
LtotC and we’ve dropped overall constant terms.

4.3.1 Tunable Resonant Frequency

The resonant frequency ω0 of the cCPT is given by

ω0(ng,Φext) =

√
1

C

(
1

L
+

1

LJ(ng,Φext)

)
= ωλ/4

√
1 +

L

LJ(ng,Φext)
(4.32)
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where we’ve introduced the notation ωλ/4 for the bare frequency of the fundamental

mode of the λ/4 cavity, for simplicity. From this expression we see that ω0 can be

tuned via ng and Φext. Empirically we know that the resonant frequency can only be

tuned by ±70 MHz, or about 1% of its bare frequency, which means L/LJ � 1. We

may therefore write

ω0(ng,Φext) ≈ ωλ/4

(
1 +

L

2LJ(ng,Φext)

)
= ωλ/4 +

φ2
zp

~
∂2
φECPT(ng,Φext) (4.33)

where we’ve introduced the dimensionless constant

φzp =
2π

Φ0

√
~Ztot

2
, (4.34)

which is related to the zero-point fluctuations of the cavity flux coordinate.

4.3.2 Zero-point Fluctuations

We now consider the zero-point fluctuations of our flux and charge variables

Φzp =
√
〈0|Φ2|0〉 =

√
~Ztot

2
(4.35)

Qzp =
√
〈0|Q2|0〉 =

√
~

2Ztot

(4.36)

which serve as the natural scales of these variables when operating at low photon

numbers. Using the same line of reasoning as above, we expand to first order in L/LJ

yielding the expressions

Φzp ≈
√

~Z
2

(
1− L

2LJ(ng,Φext)

)
, (4.37)

Qzp ≈
√

~
2Z

(
1 +

L

2LJ(ng,Φext)

)
, (4.38)

which vary with ng and Φext, where Z =
√
L/C = 4Z0/π. As above, however, these

quantities only vary from their bare values by about 1% at most, which is too small

an effect to observe in practice (unlike the resonant frequency, where 1% of its bare

value is 10 to 100 times larger than its linewidth). As such it suffices for our purposes
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to approximate them as

Φzp ≈
√

~Z
2
≈ 0.028 Φ0 (4.39)

Qzp ≈
√

~
2Z
≈ 5.7 e (4.40)

where in the last step we’ve plugged in our experimental values. The dimensionless

constant we introduced earlier

φzp =
2π

Φ0

√
~Z
2
≈ 0.176 (4.41)

can now be interpreted as the zero-point fluctuations of the total phase across the

JJs, induced by the zero-point fluctuations of the cavity field, and to be precise it has

units of radians. In terms of this constant, our Hamiltonian can be expressed more

simply as

H = ~ω0a
†a+

∞∑

k=3

1

k!
φkzp∂

k
φECPT(ng,Φext)

(
a+ a†

)k
. (4.42)

from which we can see that the value of φzp is a significant factor determining the

strength of the nonlinear terms in our Hamiltonian.

4.3.3 Kerr Nonlinearity

We now consider the leading-order nonlinear term in our Hamiltonian within the

RWA, which is that due to the Duffing nonlinearity

HDuffing =
1

24
φ4

zp∂
4
φECPT(ng,Φext)

(
a+ a†

)4
. (4.43)

We use the “Duffing” nomenclature since the effective potential is proportional to

Φ4, yielding a generalized force proportional to Φ3. As we will show, however, this is

equivalent to a Kerr nonlinearity within the RWA. Applying this approximation, we

keep only those terms with an equal number of a’s and a†’s, such that

(
a+ a†

)4 RWA−−−→ a†a†aa+ a†aa†a+ a†aaa† + aa†a†a+ aa†aa† + aaa†a†

= 6a†2a2 + 12a†a+ constant.
(4.44)

76



4.3 Dynamics of the Fundamental Mode

Our Duffing term can therefore be rewritten

HDuffing =
1

4
φ4

zp∂
4
φECPT(ng,Φext)a

†2a2 +
1

2
φ4

zp∂
4
φECPT(ng,Φext)a

†a (4.45)

which contains a term that renormalizes the resonant frequency of the cavity, but this

renormalization is smaller than (though on the order of) the linewidth of our cavity

(∼ 1 MHz) so we drop it. The remaining term can be cast in the conventional form

of a Kerr-type Hamiltonian

HKerr =
~
2
Ka†2a2 =

1

4
φ4

zp∂
4
φECPT(ng,Φext)a

†2a2 (4.46)

where the strength of the Kerr nonlinearity is given by

K =
1

2~
φ4

zp∂
4
φECPT(ng,Φext), (4.47)

which can be tuned via ng and Φext.

4.3.4 Final Hamiltonian

To sum up the results of this section, the Hamiltonian of the cCPT can be cast

as that of a Kerr cavity

H = ~ω0a
†a+

1

2
~Ka†2a2 (4.48)

where both the resonant frequency and Kerr nonlinearity are tunable according to

the expressions

ω0(ng,Φext) = ωλ/4 +
φ2

zp

~
∂2
φECPT(ng,Φext) (4.49)

K(ng,Φext) =
1

2~
φ4

zp∂
4
φECPT(ng,Φext) (4.50)

and φzp ≈ 0.176 is the scale of zero point fluctuations in the total phase across the

JJs induced by fluctuations in the cavity flux coordinate.
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Chapter 5

Experimental Setup

In this chapter we discuss the general features of the measurement setup used to

conduct our experiments. First, we discuss the microwave and DC circuitry in our

dilution refrigerator, with a particular focus on the factors influencing its design. For

the principles underlying the operation of the dilution refrigerator itself, we refer the

reader to the introductory text by Betts [73] for a good overview and the texts by

Lounasmaa [74] and Pobell [75] for more detail. Second, we discuss several measure-

ment schemes that will be useful for studying the cCPT, with a focus on how raw

measurement data must be processed in order to compare results with theory.

Section 5.1

Cryogenic Circuitry

The cCPT is housed in a dilution refrigerator with a base temperature of T ≈ 30

mK, and the sample box itself is mounted within a magnetic shield made of Cryoperm

10. We measure the sample using the circuitry depicted in Figure 5.1. On the input

line, attenuators are distributed such that the input noise at 30 mK is thermalized,

and a cryogenic filter is used to suppress high frequency noise. On the output line, a

circulator is used to separate the outgoing signal, which passes through two isolators

before being amplified by a cryogenic HEMT amplifier and then a room temperature

FET amplifier. Stainless steel coaxial cables are used to carry the input signal down

to the circulator, giving rise to additional input attenuation, whereas niobium coaxial

cables are used between the sample and HEMT to minimize attenuation of the output

signal. The gate and flux DC biases are carried by twisted pairs, which are filtered

both at room temperature and at cryogenic temperatures using a combination of RC
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Figure 5.1: Schematic of the circuitry used to measure the cCPT.

filters to suppress 60 Hz noise, and a copper powder filter to suppress radio frequency

(RF) noise [76, 77]. The different size and location of the RC filter on the flux line

relative to the gate line is due to the resistive heating associated with driving a steady

current IΦ through the flux line, compared to the negligible heating associated with

maintaining a voltage Vg across the capacitance Cg. The gate and flux DC lines are

combined with their RF counterparts via bias tees. These RF lines can be used to

apply parametric drives to the cCPT, and they are designed similarly to the input

line.

79



5.2 Reflection Coefficient Measurements

Section 5.2

Reflection Coefficient Measurements

Figure 5.2: Schematic of the microwave network used to measure the
reflection coefficient.

To measure the reflection coefficient of the cCPT we use a vector network analyzer

(VNA) to measure the transmission from the input to the output of the fridge, as

depicted in Fig. 5.2. This measurement can be related to the reflection coefficient

at the plane of the sample, as we will see shortly. We use this measurement scheme

extensively in Chapter 6 to extract the tunable resonant frequency and damping

rates of the cCPT, to observe key signatures of resonant frequency fluctuations in the

cCPT, and to determine the power reaching the cCPT in-situ via the Kerr shift. In all

these measurements (aside from the Kerr shift) we use input powers corresponding

to n . 0.25 photons in the cavity, such that the cCPT responds linearly to good

approximation and the fluctuations in the intracavity field follow a central chi-square

distribution (see Section 6.2.4).

5.2.1 Background Scattering Profile

When we analyzed the reflection coefficient S11 of a microwave cavity in Chapter

2, we always assumed we were driving and measuring the system directly. In reality,

however, our sample is embedded in a microwave network that changes both the

magnitude and phase of the reflection coefficient. A schematic of the microwave

network used to measure the reflection coefficient of the cCPT is shown in Figure

5.2. At the top of the fridge, a VNA is used to measure the transmission coefficient

SVNA
21 (ω) from the input to the output port. As the input signal travels from the

top of the fridge down to the cCPT it is attenuated by a factor ηin and picks up a

phase factor of θin(ω); the signal is then reflected off of the cCPT according to our

model for S11(ω); the output (reflected) signal is then separated from the input signal

using a circulator ; finally, as the output signal travels to the top of the fridge it is
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amplified by a factor G(ω) and picks up a phase factor of θout(ω). We can therefore

relate the transmission coefficient measured by the VNA to the reflection coefficient

at the plane of the sample according to

SVNA
21 (ω) =

√
G(ω)

ηin

eiθ(ω)S11(ω) (5.1)

where θ = θin +θout. It is worth noting that we’ve defined the gain G and attenuation

ηin relative to the power rather than the amplitude, giving rise to the square root in

the above expression. In practice, we typically work with these quantities in terms

of decibels, which takes care of this potential ambiguity (e.g., 20 dB of gain means a

factor of 100 increase in power and a factor of 10 increase in amplitude).
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Figure 5.3: Process for determining the background scattering profile
to refer reflection measurements to the plane of the sample. (a) Raw
traces of the magnitude and phase of SVNA

21 for a set of different resonant
frequencies. (b) The average of all these traces. (c) The average of the
off-resonant parts of all these traces; the top panel is the background
magnitude G(ω)/ηin and the bottom panel is the background phase
θ(ω).

We can determine the prefactor relating SVNA
21 to S11, and thereby refer this mea-

surement to the plane of the sample, using the fact that S11(∆� κtot) ≈ 1 when the
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5.2 Reflection Coefficient Measurements

drive frequency ω is far-detuned from resonance. To be precise,

SVNA
21 (ω; ∆� κtot) ≈

√
G(ω)

ηin

eiθ(ω). (5.2)

With non-tunable cavities one is forced to infer this prefactor near ω0 using an off-

resonant drive; in our case, we can detune the resonant frequency itself rather than

the drive, and thereby perform this calibration at any frequency. To determine this

prefactor as a function of frequency we measure SVNA
21 across our frequency range

of interest, for many values of the resonant frequency (this is easily accomplished

in our case by sweeping the flux across a full period). We then average all of these

traces together, which diminishes the resonant features of each trace and allows us

to robustly locate the resonant frequency of each trace even when the background

gain profile varies significantly. Finally, we define a window around the resonant

frequency of each trace that we exclude from the averaging process, and average all

the off-resonant parts of the traces together. This yields the magnitude and phase

of the “background” scattering profile, which we can use to refer any subsequent

measurement to the plane of the sample, and thereby compare our results with our

theoretical model for S11(∆). This process of determining the background scattering

profile is illustrated in Figure 5.3.

5.2.2 Impedance Mismatches

In our experiments we observe that the trajectories traced out by S11 in the

complex plane are rotated about the off-resonant point S11 = 1. This is a sign of

impedance mismatching at the sample input, likely due to the self-inductance of wire

bonds, which also causes a dilation of the resonance circle [78, 79]. The effect of this

rotation can be modeled by the transformation

S11(∆)→ 1 + [S11(∆)− 1] eiθIM (5.3)

where θIM is the angle of rotation to be determined empirically. In our case, the angle

of rotation remains less than 0.1 radians in magnitude over the full tuning range of

the cCPT, which leads to a systematic error in our extracted damping rates of less

than 0.5%. Since this is generally smaller than their confidence intervals we can safely

ignore this effect. It is also worth noting that this rotation angle can be extracted

by finding the tangent to the trajectory at S11 = 1, which is independent of all other
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5.3 Frequency Noise Measurements

fitting parameters.
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Figure 5.4: Reflection coefficient of a λ/4 cavity (nominally identical to
the bare cavity used to realize our cCPT) showing signs of impedance
mismatching. The solid blue curve is the best fit to our model for
the reflection coefficient accounting for impedance mismatching, while
the dashed red curve is our best fit to the ideal model. The best fit
parameters of the blue curve are ω0/2π = 5.752 GHz, κint/2π = 94
kHz, κext/2π = 1.58 MHz, and θIM = −0.18 rad.

Figure 5.4 shows a measurement of the reflection coefficient of a bare λ/4 cavity

nominally identical to the one used to realize our cCPT sample. As you can see, our

measured trajectory for S11(∆) is rotated around the point S11(∆). The empirical

angle of rotation θIM = −0.18 rad is larger in this case than we find for the cCPT

itself. Although the angle needs to be accounted for to obtain a good fit, this effect

does not lead to significant systematic error in our extracted damping rates.

Section 5.3

Frequency Noise Measurements

To measure the power spectral density (PSD) of the cCPT’s frequency fluctua-

tions, we drive the cCPT with a carrier signal on resonance and measure the output

power near ω0 using a spectrum analyzer; this setup is depicted schematically in Fig-

ure 5.5. This carrier signal will be modulated by the frequency fluctuations, which

we assume to have PSD SΩΩ(ω), such that the PSD Sout of the output power at the

plane of the sample is given by

Sout(ω0 ± ω) =
2κ2

ext

κ2
tot(ω

2 + κ2
tot/4)

PinSΩΩ(ω) (5.4)
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5.3 Frequency Noise Measurements

Figure 5.5: Schematic of the microwave network used to measure output
power.

as shown in Section 2.4. This can be related to the power spectral density SSA
out

measured by the spectrum analyzer according to

SSA
out(ω0 ± ω) =

2κ2
ext

κ2
tot(ω

2 + κ2
tot/4)

G(ω0 ± ω)

ηin

PcarSΩΩ(ω) (5.5)

where G is the gain of the amplifier chain, ηin is the input attenuation, and Pcar is

the power of the carrier signal at the fridge input. As discussed in Section 5.2, we

can measure the ratio G/ηin at any frequency using the off-resonant transmission

magnitude |S21| from the input to the output port of the fridge, which allows us to

determine Sout from SSA
out. In order to determine SΩΩ(ω) from a measurement of SSA

out,

however, we have to first determine the damping rates of the cCPT. This frequency

noise measurement will be used in Chapter 6 to determine the power spectral density

of frequency fluctuations due to charge, flux, and quantum noise, as well as those due

to quasiparticle poisoning.

It is worth noting that the spectrum analyzer measures power integrated over

a given resolution bandwidth B. To relate output powers to output power spectral

densities, we simply divide by this resolution bandwidth (using linear units like Watts,

not logarithmic units like dBm). One can always resolve a pure sinusoidal signal from

the noise floor by reducing the resolution bandwidth, which reduces the noise floor but

leaves the output power of the signal unchanged. This doesn’t work for the output

power spectral density due to frequency noise, however. In this case SSA
out(ω0 ± ω)

must be larger than the noise floor (set by the amplifier noise and vacuum noise in

the transmission line) in order to resolve it.
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5.4 Homodyne and Heterodyne Detection

Section 5.4

Homodyne and Heterodyne Detection

We next turn to a different measurement scheme, that of homodyne and hetero-

dyne detection [80]. In this scheme we aim to determine the amplitude and phase of

a reflected signal as a function of time. This measurement is akin to measuring the

reflection coefficient manually rather than using a VNA, since the VNA is designed for

continuous-wave measurements rather than fast time-domain measurements. Rather

than working with the amplitude A(t) and phase θ(t), we often work with the in-phase

I(t) and quadrature Q(t) components of the reflected signal instead. The two sets of

quantities are just different ways of expressing a sinusoidal signal, according to

V (t) = A(t) cos [ωt+ θ(t)]

= I(t) cos(ωt) +Q(t) sin(ωt).
(5.6)

In general, we assume that I and Q vary much slower than the signal frequency ω.

To perform homodyne and heterodyne detection we drive the cCPT, mix the

reflected signal down to DC (for homodyne detection) or an intermediate frequency

(IF, for heterodyne detection) using a local oscillator (LO), and digitize the resulting

signal. This mixing step is necessary since conventional digital electronics aren’t

fast enough to sample waveforms in the microwave regime (∼ 5 GHz). The mixer

multiplies the two signals together (the RF drive and the LO), producing a signal

with components at the sum and difference frequencies ωRF ± ωLO. Finally, we use a

low pass filter (LPF) to keep only the low-frequency output of the mixer. Sometimes

it’s also useful to further amplify the IF signal. It is crucial that all the signals used

in this measurement are phase-locked, so the relative phase between the RF and LO

signals remains constant over repeated measurements.

In practice we use heterodyne detection rather than homodyne detection, since

DC signals are susceptible to low frequency noise and drift. We therefore focus our

discussion on heterodyne detection from here on, but the line of reasoning is easily

applied to homodyne detection (for which ωLO = ωRF). In our case, ωIF is chosen to

be as large as possible (so that changes in the reflected amplitude and phase can be

resolved quickly) while being much smaller than the sampling rate of the digitizer (to

avoid aliasing effects). We use an AlazarTech ATS9462 digitizer with a sampling rate

of 180 MS/s, and therefore use LO signals detuned from ωRF by 10 or 20 MHz.
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5.4 Homodyne and Heterodyne Detection

Figure 5.6: Schematic of a heterodyne detection measurement.

A schematic of the setup used to perform heterodyne detection is shown in Figure

5.6. After recording the IF signal

V IF
out(t) = I(t) cos(ωIFt) +Q(t) sin(ωIFt) (5.7)

we then mix it down to DC digitally in order to extract the time-averaged quantities

I(t) and Q(t). This is done by multiplying the recorded waveform by a pure sine or

cosine and integrating over a full period, according to

I(t) =
ωIF

π

2π/ωIF∫

0

V IF
out(t) cos(ωIFt)dt (5.8)

Q(t) =
ωIF

π

2π/ωIF∫

0

V IF
out(t) sin(ωIFt)dt. (5.9)

It is straightforward to verify that these are equivalent to the quantities I(t) and

Q(t) for a pure sinusoidal signal. It’s worth noting that this measurement scheme is

sometimes called “digital homodyne detection” [80].

In practice we measure the cCPT at the single-photon level or below, which means

the output signal will generally have a signal to noise ratio much less than unity (the

bandwidth can’t be limited too much, otherwise we won’t be able to detect fast

changes in I and Q). Thus, to resolve our signal from the noise we have to take

an ensemble of measurements. If we average together our ensemble of measurements

V IF
out(t), the noise will average out and allow us to resolve our signal.
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Chapter 6

Device Characterization

In this chapter we focus on characterizing the cCPT as a function of our gate and

flux parameters. Measuring the tunable resonant frequency of the cCPT is straight-

forward, and we find excellent agreement between our measurements and our theo-

retical model; however, extracting the damping rates of the cCPT is complicated by

the presence of frequency fluctuations comparable in scale to the cavity linewidth.

These fluctuations arise due to charge and flux noise coupling into the resonant fre-

quency via its tunability, and quantum fluctuations of the cavity field coupling into

the resonant frequency via the Kerr nonlinearity. Such fluctuations deform the ideal

resonance circle (i.e., the trajectory traced out by the reflection coefficient S11(∆) in

the complex plane as a function of detuning ∆) and thereby lead to systematic errors

in the extracted damping rates if not properly taken into account [5]. Furthermore,

the qualitative features of this deformation depend on the underlying source of fre-

quency fluctuations. Here we report the first observation of this phenomenon both

for the Gaussian-distributed frequency fluctuations due to gate and flux noise, and

for the chi-square-distributed frequency fluctuations due to quantum fluctuations in

the cavity field.

By using our model for the deformed resonance circles as a fitting function for ex-

perimental data, we are able to extract both the true damping rates of the cCPT and

the standard deviation of frequency fluctuations σω0 as a function of gate and flux. We

find excellent agreement between σω0 and our model for its dependence on the gate

and flux parameters, from which we extract the standard deviation of the underlying

charge and flux noise. To corroborate these results we directly measure the power

spectral density of frequency fluctuations at both a charge-sensitive/flux-insensitive

point and a charge-insensitive/flux-sensitive point, from which we determine the un-
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derlying power spectral densities of charge and flux fluctuations. These power spectra

follow distinct f−α power laws where α is order unity, a common observation in solid

state systems [81], likely due to fluctuating two-level systems in the case of charge

noise [82, 83] and unpaired surface spins in the case of flux noise [84, 85]. We find that

the scales of these power laws are in order-of-magnitude agreement with our results

from fitting to the deformed resonance circles, and we discuss several limitations of

comparing the two measurement schemes.

We perform most of our characterization measurements at the sub-photon level,

since several of the theoretical models we use are only valid in this regime. It is

therefore essential for us to determine the number of intracavity photons in-situ, which

we do by measuring the power-dependent shift in the resonant frequency induced by

the Kerr nonlinearity K [60, 86, 59]. This measurement both enables us to refer our

input and output powers to the plane of the sample, and corroborates our model for

how K varies with gate and flux.

This chapter is organized as follows. In Section 6.1 we measure the tunable res-

onant frequency and compare our results with theory. In Section 6.2 we present a

theoretical model for how frequency fluctuations in tunable and nonlinear microwave

cavities affect the measurement of scattering matrix elements (e.g., the reflection co-

efficient). In Section 6.3 we study the deformation of our resonance circles induced

by frequency fluctuations and determine the internal and external damping rates of

the cCPT by accounting for this effect. In Section 6.4 we measure the power spectral

densities of charge and flux fluctuations, which corroborate our results from Section

6.3. In Section 6.5 we measure the power-dependent shift in resonant frequency due

to the Kerr nonlinearity, which validates several methods used in the preceding mea-

surements. Finally, in Section 6.6 we present some time-domain measurements that

provide further insight into the effects of frequency fluctuations.

It is important to note that most of this chapter is derived from our papers: Ref.

[5], our theory paper on frequency fluctuations in tunable and nonlinear microwave

cavities, and Ref. [4], our experimental paper on the characterization of the cCPT

using the results of the theory paper. Large sections of this chapter have been taken

from these papers verbatim, but we have included additional detail in some sections

and organized the content differently so it is coherent with this thesis as a whole.
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6.1 Tunable Resonant Frequency

Section 6.1

Tunable Resonant Frequency

We begin the characterization process by measuring the resonant frequency of the

cCPT as a function of gate and flux. This tunable resonant frequency is both the

most important feature of the cCPT and the simplest to measure. By comparing our

results with theory we will extract the Josephson and charging energies of the cCPT,

EJ and EC respectively. In addition, this measurement will highlight a key factor

limiting the operating range of the cCPT: quasiparticle poisoning.

6.1.1 Gate and Flux Periodicity

In order to compare our measurements of the resonant frequency ω0 to theory,

we must first convert our gate voltage-bias Vg and flux current-bias IΦ to our gate

and flux parameters ng and Φext, respectively. To perform this conversion we need

the periodicity of ω0 with respect to each of these bias parameters (i.e., the voltage

difference ∆Vg corresponding to the 2e-periodicity in ng and the current difference

∆IΦ corresponding to the Φ0-periodicity in Φext), and one point of reference for each

(the voltage V 0
g corresponding to ng = 0 and the current I0

Φ corresponding to Φext =

0). With this information, we can convert Vg → ng and IΦ → Φext according to

ng =
2e

∆Vg
(Vg − V 0

g ) (6.1)

Φext =
Φ0

∆IΦ

(IΦ − I0
Φ). (6.2)

To determine ∆Vg and V 0
g we measure ω0 as a function of Vg for fixed IΦ, as

shown in Figure 6.1. As you can see, the smooth 2e-periodicity is broken by sharp

jumps giving rise to a pseudo-1e-periodicity. This is due to quasiparticle poisoning,

which we will discuss in detail in the next section. In the smoothly-varying parts, we

empirically find that ω0(Vg) is well-modeled by the quartic function

ω0(Vg) = A(Vg − V 0
g )4 +B(Vg − V 0

g )2 + C. (6.3)

By fitting to this function we can extract the minimum-point V 0
g for each of the two

smoothly-varying parts; one of these corresponds to ng = 0, the other to ng = 2, and

the difference corresponds to the periodicity ∆Vg. We perform this same process for
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Figure 6.1: Periodicity of ω0 with respect to the gate voltage Vg. The
black dots are measured values, the blue curves are best fits to Eq.
(6.3).

a full period of IΦ to obtain the gate period ∆Vg and gate capacitance Cg = 2e/∆Vg

∆Vg = 51 mV, (6.4)

Cg = 6.3 aF. (6.5)

Similarly, to determine ∆IΦ and I0
Φ we measure ω0 as a function of IΦ for fixed

Vg, as shown in Figure 6.2. Empirically, we find that ω0(IΦ) is well-modeled by the

sinusoidal function

ω0(IΦ) = ωλ/4 + A cos

[
2π

∆IΦ

(IΦ − I0
Φ)

]
, (6.6)

where ωλ/4 is the bare frequency of our λ/4 cavity. We fit to this function for each value

of Vg (sampling over a full period) and extract the reference point I0
Φ, the periodicity

∆IΦ, and the bare cavity frequency ωλ/4. In particular, we find the periodicity ∆IΦ

and mutual inductance MΦ = Φ0/∆IΦ (between the current-bias line and the SQUID

loop) to be

∆IΦ = 49 µA, (6.7)

MΦ = 42 pH, (6.8)
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Figure 6.2: Periodicity of ω0 with respect to the flux current-bias IΦ.
Black dots are measured values, the blue curve is the best fit to Eq.
(6.6).

and the bare cavity frequency to be

ωλ/4 = 2π × 5.757 GHz. (6.9)

Although these periodicities only have to be determined once, since they are de-

termined by the geometry of the sample, the reference points V 0
g and IΦ drift over

time and have to be calibrated regularly. Having now detailed how this calibration is

performed, we will work in terms of the gate and flux parameters ng and Φext from

here on. Our measured values of ω0(ng,Φext), over multiple periods of each parameter,

are shown in Figure 6.3.

6.1.2 Quasiparticle Poisoning

As discussed in the previous section, a prominent feature of ω0(ng,Φext) is the

presence of sudden jumps when |(ng − 1) mod 2| ≈ 0.3 due to quasiparticle poisoning

[22]. Near these points, the decrease in energy obtained from the transition ng →
ng + 1 is comparable to the energy required for quasiparticles to tunnel onto the

island, so quasiparticles can tunnel back and forth [71]. The latter energy scale is the

difference between the superconducting gaps of the island and the leads, δ∆ = ∆i−∆l,

which arises in our case due to the island’s thickness of 9 nm relative to the leads’

thickness of 65 nm [69, 70]. We refer to the state with no excess quasiparticles on
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Figure 6.3: Tunable resonant frequency ω0(ng,Φext) over multiple pe-
riods of each parameter.

the island as the “even-parity state” and the state with one excess quasiparticle the

“odd-parity state.” The energies of these two states are given by

Eeven = ECPT(ng,Φext), (6.10)

Eodd = ECPT(ng ± 1,Φext) + δ∆. (6.11)

Closer to ng ≡ 0 mod 2 the even parity ground state is energetically favorable

(Eeven � Eodd) and quasiparticles are expelled from the island, whereas closer to

ng ≡ 1 mod 2 the odd parity ground state is energetically favorable (Eodd � Eeven)

and quasiparticles are trapped on the island.

The two states become equiprobable at the critical gate charge ncg ≈ 0.7 such that

ECPT(ncg,Φext)− ECPT(ncg ± 1,Φext) = δ∆. (6.12)

We note that for EC > EJ the left hand side of the above equation does not vary

appreciably with Φext, which is why the threshold ncg does not vary appreciably with

Φext either. Near this threshold, random switching occurs between the even and

odd parity states. When measured with a VNA, this switching manifests itself as
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Figure 6.4: VNA trace of |S11| at the quasiparticle poisoning threshold
(ng,Φext) = (0.7, 0), showing both the even and odd parity resonances.

two visible resonances as shown in Figure 6.4. The blockiness of Fig.6.3 around the

transition points |ng| ≈ 0.7 is the result of identifying only one of these two resonant

frequencies. We can measure the power spectral density of these frequency-switching

events using the measurement scheme discussed in Section 5.3; the results of this

measurement are presented in Section 6.4, which provides better context.

6.1.3 Josephson and Charging Energies

Thus, quasiparticle poisoning prevents us from operating at gate values above

|ng| & 0.7. For our remaining measurements we restrict ourselves to the region

−0.65 ≤ ng ≤ 0.65 to avoid the effects of quasiparticle poisoning. In this region we

can fit our theoretical model for the tunable resonant frequency

ω0(ng,Φext) = ωλ/4 +
φ2

zp

~
∂2
φECPT(ng,Φext) (6.13)

to our measurements of ω0(ng,Φext) to extract EJ and EC . As shown in Figure 6.5,

we find excellent agreement between theory and experiment, and obtain the best fit

parameters

EJ/h = 14.80± 0.04 GHz

EC/h = 54.1± 0.2 GHz.
(6.14)

It is important to note that given these values for EJ and EC , the Kerr nonlinearity

can now be calculated using Eq. (4.50).

The Josephson energy can be written in terms of the normal-state resistance Rn
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Figure 6.5: (a) Measured resonant frequency ω0(ng,Φext) and the best
fit to Eq. (6.13). Cross-sections of (a) are plotted in (b) and (c). In (b),
circles correspond to Φext = 0 and triangles correspond to Φext = Φ0/2.
In (c), circles correspond to ng = 0.64 and triangles correspond to
ng = 0. Solid lines are the corresponding cross-sections of the best fit.

of each junction

EJ =
h∆Al

8e2Rn

(6.15)

using the Ambegaokar-Baratoff formula [63], where ∆Al is the superconducting gap

energy of aluminum. This extracted value of the Josephson energy is consistent with

the normal resistance of each junction, which is about 10 − 20 kΩ. This resistance

cannot be measured directly on the sample we are studying, since the source and

drain of the CPT are shorted with respect to dc signals. Rather, this estimate of the

normal resistance is based on devices we made to hone the fabrication recipe, which

were designed to allow such a dc measurement. Similarly, the charging energy can be

written in terms of the area A and thickness d of the junctions

EC =
e2

4

d

εA
, (6.16)

where ε is the dielectric constant of aluminum oxide. This extracted value of the
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charging energy is consistent with 50× 50 nm2 junctions whose oxide layer is about

1 nm thick.
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Figure 6.6: Energy difference between the even- and odd-parity states
as a function of gate and flux, for δ∆ = 80 µeV. The scale of thermal
fluctuations is set by T ≈ 30 mK.

This agreement between our expected and extracted values of EJ and EC also

helps to corroborate the value of φzp ≈ 0.176. If the actual value of φzp differed

considerably from 0.176 we would have obtained best fits for EJ and EC that differed

considerably from their expected values as well, since the tunable resonant frequency

is proportional to φ2
zp. We can further corroborate this value for φzp by plugging

our best fit values for EJ and EC back into Eq. (6.12), which is independent of φzp.

Doing so, we estimate the difference between the superconducting gap energies of

the island and the leads to be δ∆ ≈ 80 µeV, consistent with our expectations based

on the literature [69, 70]. As with the normal resistance, a direct measurement of

the superconducting gaps of the island and leads cannot be made via dc transport

measurements, since the source and drain of the CPT are shorted with respect to

dc signals. The difference in energies between the even- and odd-parity states as a

function of ng and Φext is shown in Fig. 6.6 for this value of the gap difference δ∆.

As you can see, the energy difference goes to zero at our critical gate value |ncg| ≈ 0.7
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and the energy difference is only smaller than the scale of thermal fluctuations for a

small window around this value, consistent with our observations.

Qualitatively, the polynomial dependence of ω0 on ng in Fig. 6.5(b) arises from

the charging energy term in the CPT Hamiltonian (Eq. 4.3), while the sinusoidal

dependence of ω0 on Φext in Fig. 6.5(c) arises from the Josephson energy term. This

behavior underscores our choice of EC and EJ . The present device was designed

to optimize its charge sensitivity by maximizing ∂ω0/∂ng, which tends to increase

with the ratio EC/EJ [2, 44]. We therefore tried to maximize EC by minimizing

the cross-sectional area of the JJs, and aimed for a Josephson energy that satisfies

~ω0 < EJ < EC to maintain the validity of the ground-state approximation discussed

in Sec. 4.2. For other uses, a different regime of EC and EJ may be optimal.

Section 6.2
Frequency Fluctuations in Tunable and

Nonlinear Cavities

We next seek to determine the damping rates of the cCPT. As we will see, however,

the standard method for extracting the damping rates of the cCPT yields values

for κint and κext that vary significantly with our tuning parameters ng and Φext.

This observation of tuning-dependent damping rates is a common issue in a wide

variety of tunable cavities [87, 88, 86, 89, 90, 91]. Although many have attributed

this to causes specific to their devices, this trend suggests an underlying mechanism

related to the tunability itself. Motivated by this trend, we develop a model for

how frequency fluctuations in tunable and nonlinear microwave cavities give rise to

inhomogeneous broadening that can easily be mistaken for changes in damping rates,

providing a potential explanation of the aforementioned observations in the literature.

The model we develop for this effect will enable us to determine both the true damping

rates of the cCPT and the scale of frequency fluctuations present in the cCPT. It is

important that we determine the two independently, since frequency fluctuations give

rise to dephasing rather than energy loss [92], and these have different effects on the

dynamics of the cCPT.

Much of this section is taken verbatim from our theory paper on the subject (Ref.

[5]), but threaded together to be coherent with the broader scope of this thesis. Here

we provide additional experimental data from the cCPT to motivate the work, but

we consider generic systems in our theoretical treatment. In Section 6.3 we apply this
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theory to measurements of the cCPT.

6.2.1 Apparent Tuning-dependent Loss

Figure 6.7: Apparent internal and external damping rates κint and κext

obtained by fitting measured traces S11(∆) to Eq. (6.17).

We first try to extract the damping rates by measuring the reflection coefficient

S11(∆) and fitting to our model

S11(∆) =
∆− i (κint − κext) /2

∆− i (κint + κext) /2
(6.17)

derived in Section 2.3, which works well for bare λ/4 cavities. We perform this

measurement as a function of ng and Φext to obtain the internal and external damping

rates (κint and κext) shown in Figure 6.7. Clearly, both κint and κext appear to vary

significantly with our tuning parameters ng and Φext.

One possible reason for this dependence on the CPT tuning parameters is an

additional resistive loss channel due to transport across the CPT. In this case we

would expect the damping rates to depend implicitly on the current flowing through

the CPT. The current flowing through the CPT as a whole is just the average current

flowing through each junction, which takes the form

ICPT =
1

2
Ic [sin(ϕ1) + sin(ϕ2)] = Ic sin(ϕ) cos(δϕ). (6.18)

Since the CPT is in its ground state, we can calculate this current as a function of
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Figure 6.8: The apparent internal and external damping rates κint and
κext, taken from Figure 6.7(a) and 6.7(b) respectively, plotted paramet-
rically vs (a,c) ICPT(ng,Φext) and (b,d) ω0(ng,Φext).

gate and flux according to

ICPT(ng,Φext) =
1

2
Ic sin

(
π

Φ0

Φext

)〈 ∞∑

N=−∞

(
|N + 1〉〈N |+ |N〉〈N + 1|

)〉
, (6.19)

where the expectation value is taken with respect to the ground state of the CPT

(which depends on ng and Φext). In Fig. 6.8(a,c) we plot κint and κext parametrically

vs ICPT, but we find no implicit dependence of the damping rates on the current

flowing through the CPT; for each value of ICPT the damping rates take on a wide

range of values.

Another possible reason for the apparent dependence of the damping rates on

the CPT tuning parameters is that the physical properties of the system and/or its

environment (such as characteristic impedances) could be varying with the operating

frequency. In this case we would expect these quantities to depend implicitly on the

resonant frequency ω0(ng,Φext). In Fig. 6.8(b,d) we plot κint and κext parametrically

vs ω0, but we find no such implicit dependence.
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Thus, the damping rates of the cCPT appear to depend explicitly on the tun-

ing parameters, which is unintuitive. As mentioned earlier, such tuning-dependent

damping rates are commonly reported in a wide variety of tunable cavities [87, 88,

86, 89, 90, 91]. Although many have attributed this to causes specific to their de-

vices, here we argue that the tunability itself is at least partially responsible for these

observations. The line of reasoning is as follows: fluctuations in the tuning param-

eter will necessarily induce fluctuations in the resonant frequency. These frequency

fluctuations will in turn affect the measurement of scattering matrix elements (e.g.,

reflection and transmission coefficients), which is a standard method for extracting

the damping rates of microwave cavities [7, 8]. A similar line of reasoning holds for

cavities with a Kerr nonlinearity: fluctuations in the amplitude of the intra-cavity

field will lead to steady-state fluctuations in the resonant frequency, though this ef-

fect does not lead to an easily identifiable consequence in the literature as in the case

of tunability.

Thus, to accurately determine the damping rates of these cavities from scattering

measurements, one must account for the effect of frequency fluctuations. We pro-

ceed to develop a model for this effect, which in the case of tunable cavities both

predicts the apparent dependence of the cavity’s damping rates on the tuning pa-

rameter and allows one to extract the true damping rates in the presence of these

frequency fluctuations. Similarly, in the case of a cavity with a Kerr nonlinearity

we analyze the quantum limit of steady-state frequency fluctuations and show that

the apparent damping rates can deviate significantly from their true values as the

nonlinearity approaches the cavity linewidth. In both cases we provide bounds on

the scale of the fluctuations necessary to yield greater than 10% inaccuracy in the

apparent damping rates relative to their true values. Finally, we analyze how these

two sources of fluctuations come together in the case of a tunable cavity with a Kerr

nonlinearity. We expect the use of this model as a fitting function for experimental

scattering measurements will allow for more accurate characterization of tunable and

nonlinear cavities moving forward.

6.2.2 Average Scattering Matrix Elements

Let Sjk(∆) be the scattering matrix elements of the microwave network containing

the cavity [6], describing an experiment in which the cavity is driven by a sinusoidal

signal on port k and measured on port j, where ∆ = ω − ω0 is the detuning of the

drive from resonance. In general, measuring these scattering matrix elements involves
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a process of averaging, whether implicitly through the time-scale associated with indi-

vidual measurements or explicitly through the incorporation of multiple independent

measurements. The process of characterizing a cavity then consists of measuring this

average value of Sjk(∆) for a range of detunings around the resonant frequency and

comparing these results with a theoretical model to extract the damping rates.

In the presence of fluctuations in the resonant frequency, however, ω0 → ω0+δω0(t)

such that the detuning ∆ may vary over the course of this measurement. Rather than

attempting to take into account the time dependence of δω0 explicitly, we treat these

fluctuations as a random variable and model their effect on Sjk(∆) as an ensemble

average. As a result, in the presence of a fluctuating resonant frequency what will

actually be measured is the convolution

Sjk(∆) =

∞∫

−∞

Sjk(∆− Ω)P (Ω)dΩ (6.20)

where P (Ω) is the probability density function (PDF) associated with drawing the

value Ω from the random variable δω0.

There are two generic features of this convolution worth discussing. First, the

average quantity Sjk(∆) will be sensitive to those fluctuations occurring faster than

the measurement time and insensitive to those occurring slower than it. For example,

if we can measure Sjk(∆) faster than a given source of frequency noise then our

measurement will not be influenced by this noise. Thus, P (Ω) should depend on the

power spectral density of the frequency fluctuations and the time-scale associated

with the measurement. In particular, since the power spectral density Sω0ω0(f) is

simply the variance per unit frequency, the variance σ2
ω0

of frequency fluctuations can

be found by integrating over all frequencies f . For a real measurement, however, the

low frequency cutoff is set by the inverse of the time T spent measuring Sjk(∆) at a

fixed detuning and the high frequency cutoff is set by the total linewidth of the cavity

κtot/2π, which determines the maximum rate of cavity response, such that

σ2
ω0

=

κtot/2π∫

1/T

Sω0ω0(f)df. (6.21)

We note that it may be possible to extend this simple connection using the Allan vari-

ance [93], which accounts for dead time between measurements and is well-behaved
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with respect to the 1/f power spectra that are ubiquitous in solid state devices [81],

but whose underlying formalism may not directly carry over to the scattering mea-

surements we are considering.

Second, these scattering matrix elements Sjk(∆) generally take the form of lin-

ear fractional transformations that trace out circles in the complex plane [94]. Since

the convolution is essentially a convex combination of points around this circle, the

shape traced out by Sjk(∆) will be smaller by comparison, corresponding to apparent

changes in the damping rates. We operationalize the notion of ‘apparent damping

rates’ by considering the best fit of the non-fluctuating model Sjk(∆) to data gener-

ated by the fluctuating model Sjk(∆).

The effect of this convolution can be thought of as a form of inhomogeneous

broadening, in that we are effectively averaging over the response functions of an

ensemble of cavities with different resonant frequencies. Similar effects show up in a

diverse range of fields, but there are two examples in the same vein as our work worth

noting. First is the Doppler broadening of Lorentzian spectral lines, in which case

one obtains a Voigt Profile [95, 96]. Second is the broadening of cavity lineshapes due

to a linear coupling with an ensemble of spins that serve as a noisy driving field [97].

Here we apply similar methods to understand the effect of tunability and nonlinearity

on the lineshapes of microwave cavities.

Although the above analysis could be applied to any microwave network containing

a cavity, here we will consider the two-sided cavity that we analyzed in Section 2.3.2.

The scattering matrix elements of this cavity can be written

Sjk(∆;κtot, rjk) = δjk − rjk
(
1 + e−2i arctan(2∆/κtot)

)
(6.22)

where δjk is the Kronecker delta and the radii rjk are given by

r12 = r21 =

√
ξ

1 + ξ

r11 = 1− r22 =
ξ

1 + ξ

(6.23)

and ξ = κext/κint is the coupling ratio. This is a convenient expression for analyzing all

of the scattering matrix elements at once, since they are equivalent up to translation

and a rescaling of rjk. It is worth noting that in order to retrieve ξ from r12 or r21

one must additionally specify whether ξ > 1 or ξ < 1, since they are invariant under

ξ → 1/ξ.
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6.2.3 Tunable Cavity

We now consider a cavity whose resonant frequency ω0 is a function of tuning

parameter x such that ω0 = ω0(x). In general, this tuning parameter can never be

perfectly fixed: it will always fluctuate around its mean value. To model this effect,

let x→ x+δx, where x is the mean value of x and δx is a random variable describing

fluctuations of x about x, which we assume to be Gaussian with mean zero and

variance σ2
x. Expanding to lowest order in these fluctuations, we find

ω0(x+ δx) ≈ ω0(x) + δω0(x) (6.24)

where the second term

δω0(x) =
∂ω0(x)

∂x
δx (6.25)

is itself a Gaussian random variable with mean zero and variance σ2
ω0

given by

σ2
ω0

=

∣∣∣∣
∂ω0(x)

∂x

∣∣∣∣
2

σ2
x (6.26)

which varies with x. The PDF associated with drawing the value Ω from the random

variable δω0 is therefore given by

P (Ω) =
1√

2πσ2
ω0

e−Ω2/2σ2
ω0 . (6.27)

In the presence of these fluctuations, the average scattering matrix elements are

found by plugging Eqs. (6.22) and (6.27) into Eq. (6.20). This convolution results in

the closed form expression

Sjk(∆;κtot, rjk, σω0) = δjk − rjk
√
π

2

κtot

σω0

w

(
iκtot − 2∆

2
√

2σω0

)
(6.28)

where w(z) is the Faddeeva function, which can be written in terms of the comple-

mentary error function as w(z) = e−z
2
erfc(−iz) [98]. As illustrated in Fig. 6.9(a),

the effect of these fluctuations is a deformation of the trajectories of Sjk in the com-

plex plane. Compared to Sjk(∆;κtot, rjk), Sjk(∆;κtot, rjk, σω0) is slightly oblong, its

apparent radius is smaller, and it traverses its path more slowly as a function of de-

tuning (corresponding to an apparent increase in κtot). Furthermore, although there

is a systematic deviation between the closest fit of Sjk(∆;κ′tot, r
′
jk) to the trajectory
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generated by Sjk(∆;κtot, rjk, σω0), this deviation is subtle. It is even more subtle, in

fact, if one considers only the squared magnitude of Sjk rather than its full complex

trajectory as is sometimes done [7, 17, 88].

Thus, presented with experimental data for which frequency fluctuations are sig-

nificant, it is quite reasonable to believe it is well-modeled by Sjk(∆;κ′tot, r
′
jk). If

one tries to fit this model to the data, however, one will extract damping rates that

appear to vary with σω0 , as illustrated in Fig. 6.9(b). In the case of a tunable cavity

for which σω0 = |∂ω0(x)/∂x|σx, one will therefore find damping rates that seem to

vary with x, which is precisely the syndrome we set out to explain. By using this

model Sjk(∆;κtot, rjk, σω0) as a fitting function for experimental data, however, both

the true damping rates and the scale of frequency fluctuations can be determined.

We emphasize that these fluctuations will always couple into the system as given

by Eqs. (6.24) - (6.26), but they will not always be significant enough to require the

use of the fluctuating model Sjk(∆;σω0). The relevant frequency scale for a two-

sided cavity is κtot, as seen in Fig. 6.9(b): when σω0 � κtot, the apparent and actual

damping rates coincide. As a benchmark in the intermediate case, one must have

σω0 . 0.17κtot in order for both the apparent κ′tot and r′jk to deviate from their true

values κtot and rjk by less than 10%.

Even when σω0 � κtot, however, frequency fluctuations may still have a non-

negligible effect on the apparent damping rates of the cavity. At maxima and minima

of ω0(x), for example, σω0 will vanish and fluctuations in x will only affect the resonant

frequency to second order such that

δω0(x) =
1

2

∂2ω0(x)

∂x2
δx2. (6.29)

Making the same assumption that δx is Gaussian distributed with mean zero and

variance σ2
x, these fluctuations will follow a chi squared distribution with one degree

of freedom. If we define the scale associated with these fluctuations to be

D =
σ2
x

2

∂2ω0(x)

∂x2
(6.30)

then the probability distribution associated with this random variable can be ex-

pressed as

P (Ω) =
1√

2πDΩ
e−Ω/2DΘ(Ω/D) (6.31)

where Θ is the Heaviside step function, such that P (Ω) has support on either the

103



6.2 Frequency Fluctuations in Tunable and Nonlinear Cavities

δjk − 2rjk δjk − rjk δjk

Re[Sjk]

-rjk

0

rjk

Im
[S

jk
]

(a)

10−2 10−1 100 101

σω0/κtot

10−1

100

101

(b)

κ′
tot/κtot

r′jk/rjk

Figure 6.9: The effect of tuning fluctuations expanded to first order
on the scattering matrix elements Sjk. (a) Visualization of the de-
formed resonance circle. Dotted green line: Sjk(∆;κtot, rjk). Solid blue
line: Sjk(∆;κtot, rjk, σω0) with σω0 = κtot/2. Dashed red line: best
fit of Sjk(∆;κ′tot, r

′
jk) to the solid blue trajectory, where κ′tot ≈ 1.6κtot

and r′jk ≈ 0.69rjk. Circles mark ∆ = 0, squares mark ∆ = ±κtot/2,
and triangles mark ∆ = ±κ′tot/2. (b) Results of fitting the model
Sjk(∆;κ′tot, r

′
jk) to data generated by Sjk(∆;κtot, rjk, σω0). The best

fit parameters κ′tot and r′jk quantify the notion of ‘apparent damping
rates.’
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positive or negative real axis depending on the sign of D. Performing the convolution

given by Eq. (6.20) for this case, we find

Sjk(∆;κtot, rjk, D) = δjk − irjk
√
π

2

κtot

D

w
(
i
√

(iκtot − 2∆)/4D
)

√
(iκtot − 2∆)/4D

(6.32)

where the branch cut can be made on the negative real axis without any issue since

κtot > 0.

As can be seen in Fig. 6.10(a), the effect of these fluctuations is a deformation

of Sjk that once again leads to an increase in the apparent total damping rate κtot

and a decrease in the apparent radius rjk. Unlike the case of Gaussian fluctuations,

however, Sjk(∆;κtot, rjk, D) is now asymmetric with respect to the real axis as a result

of the probability distribution only having support over the positive or negative reals,

which also gives rise to an apparent shift in the resonant frequency. We have only

displayed the case of D > 0 for simplicity; the corresponding trajectory for D < 0

can be visualized using the relationship

Sjk(∆;κtot, rjk,−D) = Sjk(−∆;κtot, rjk, D)∗ (6.33)

which amounts to reflecting the shape of the trajectory across the real axis and

traversing it in the same clockwise orientation. As before, we obtain the apparent

cavity parameters as a function of D by fitting the model Sjk(∆
′;κ′tot, r

′
jk) to data

generated by Sjk(∆;κtot, rjk, D), the results of which are displayed in Fig. 6.10(b).

In this case, we find that in order for the apparent κ′tot and r′jk to both be within 10%

of their true values κtot and rjk, we must have |D| . 0.14κtot.

Thus, if we tune the cavity to a point x0 where σω0(x0) = 0 and |D(x0)| �
κtot, the effect of frequency fluctuations will be negligible and we can extract the

correct damping rates of the cavity using the non-fluctuating model Sjk(∆). In certain

cases it may be sufficient to characterize the cavity only at such points, but in many

cases it may be either preferable or necessary to characterize the system over a wide

range of the tuning parameter x. For example, if the cavity is tunable over a range

of frequencies far greater than its linewidth then the physical properties of both

the system and its environment (such as characteristic impedances) are likely to

vary appreciably with the operating frequency ω0(x), leading to frequency-dependent

damping rates. This model for Sjk allows one to extract this dependence without it

being obscured by the presence of frequency fluctuations.
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Figure 6.10: The effect of tuning fluctuations expanded to second
order on the scattering matrix elements Sjk. (a) Visualization of
the deformed resonance circle. Dotted green line: Sjk(∆;κtot, rjk).
Solid blue line: Sjk(∆;κtot, rjk, D) with D = κtot/2. Dashed red
line: best fit of Sjk(∆

′;κ′tot, r
′
jk) to the solid blue trajectory where

ω′0 − ω0 ≈ 0.29κtot, κ
′
tot ≈ 1.4κtot, and r′jk ≈ 0.72rjk. Hollow circles

mark ∆ = 0, hollow squares mark ∆ = ±κtot/2, and hollow triangles
mark ∆ = ±κ′tot/2. Filled shapes mark the corresponding points for
∆′. (b) Results of fitting the model Sjk(∆

′;κ′tot, r
′
jk) to data generated

by Sjk(∆;κtot, rjk, D). Values of |ω′0−ω0| < κtot/10 have been omitted
for clarity.
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6.2.4 Kerr Cavity

We next consider a cavity with a Kerr nonlinearity K, such that the system

Hamiltonian takes the form

Hsys = ~ω0a
†a+

~K
2
a†2a2. (6.34)

The quantum Langevin equation for the operator a then becomes

ȧ(t) = −i
[
ω0 +Ka†(t)a(t)

]
a(t)− κ1 + κ2

2
a(t) +

√
κ1a

in
1 (t) +

√
κ2a

in
2 (t) (6.35)

from which we see that the resonant frequency of the cavity depends on the state of

the cavity according to

ω0(a, a†) = ω0 +Ka†a. (6.36)

We will restrict our focus to the regime |K| < κtot so a semi-classical treatment is ap-

propriate [60], and further assume that kT � ~ω0 such that the steady state response

of the cavity is a coherent state to good approximation (rather than a displaced ther-

mal state). We also assume that characterization of this system will be performed

with a sufficiently weak driving field such that |K|〈a†a〉 � κtot in the steady state

[86]. In this case the cavity response will be linear to a good approximation and the

scattering matrix elements (in the absence of frequency fluctuations) will be given by

Eq. (6.22).

Since the scattered signal carries information about the quadratures X1 = a† + a

and X2 = i(a† − a) of the intracavity field [55, 99, 100], the fluctuations in these

operators are what will affect our measurement of the scattering matrix elements.

We therefore express the resonant frequency as

ω0(X1, X2) = ω0 +
K

4
(X2

1 +X2
2 ) (6.37)

where we’ve absorbed an overall constant into ω0. Fluctuations δX1,2 = X1,2−〈X1,2〉
of these operators in the steady state will be independent and Gaussian, each with zero

mean and unit variance. The resulting frequency fluctuations δω0 = ω0(X1, X2)− ω0

will follow a non-central chi squared distribution with two degrees of freedom, whose

PDF is given by

P (Ω) =
2

|K|e
−2(n+Ω/K)I0

(
4
√
nΩ/K

)
Θ(Ω/K) (6.38)
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where n = 〈a†a〉 = (〈X1〉2 + 〈X2〉2) /4 is the average number of photons in the cavity

(assuming a coherent steady state) and I0(z) is the zeroth modified Bessel function

of the first kind. Note that the number of photons n is related to the non-centrality

parameter λ of the non-central chi squared distribution according to λ = 4n. There

are two key downsides to working with this probability distribution. First, the con-

volution given by Eq. (6.20) does not readily simplify into an expression in terms

of special functions (for which efficient implementations exist in most programming

languages), so the numerical integration must be implemented manually. Second, if

we try to fit this model (given by Eqs. (6.20) and (6.38)) to experimental data for the

scattering matrix element Sjk, then we would have two parameters (K and n) that

govern the subtle deviation of the fluctuating model Sjk(∆) from the non-fluctuating

model rather than one. This may lead to overfitting problems unless either K or n

can be determined independently.

It is therefore convenient to additionally work in a regime where n� 1, such that

fluctuations in the resonant frequency can be approximated as

δω0 ≈
K

4

(
δX2

1 + δX2
2

)
. (6.39)

which will follow a central chi-squared distribution with two degrees of freedom. Since

the variance of the non-central chi squared distribution increases with n and we’ve

already taken the limit of kT/~ω0 → 0, this limit as n→ 0 can be thought of as the

quantum limit of steady-state frequency fluctuations in a Kerr cavity. The probability

of drawing the value Ω from the random variable δω0 in this case is given by

P (Ω) =
2

|K|e
−2Ω/K Θ(Ω/K) (6.40)

where Θ is the Heaviside step function, such that P (Ω) has support on either the

positive or negative real axis depending on the sign of K. As seen in Fig. 6.11, this

approximation works very well up to n ∼ 1/8 and accumulates significant errors by

n ∼ 1/2. For this probability distribution, Eq. (6.20) simplifies to

Sjk(∆;κtot, rjk, K) = δjk − 2irjk
κtot

K
e(iκtot−2∆)/KΓ

(
0,
iκtot − 2∆

K

)
(6.41)

where Γ(a, z) =
∫∞
z
ta−1e−tdt is the incomplete gamma function [98].

As before, the effect of these fluctuations is an apparent increase in the total
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Figure 6.11: Approximating the PDF of a non-central chi squared dis-
tribution as a central chi squared distribution (both with two degrees of
freedom) for increasing intracavity photon occupation n = 〈a†a〉. Solid
blue lines are the exact PDF given by Eq. (6.38), dashed red lines are
the approximate PDF given by Eq. (6.40).

damping rate κtot and decrease in the radius rjk of the resonance circle, as seen in

Fig. 6.12(a). Suprisingly, even as K approaches the cavity linewidth κtot the deviation

of the resulting scattering matrix elements Sjk from the non-fluctuating model Sjk

remains subtle. As such, this systematic deviation is easily obscured by measurement

noise and is therefore likely to be overlooked. Just as in the case of a chi squared

distribution with one degree of freedom P (Ω) only has support on either the positive

or negative reals, which leads to both a shift in the apparent resonant frequency and

asymmetry in the shape of the resonance circle, but these effects are slight. The case

of K > 0 is displayed for simplicity, but the corresponding resonance circle for K < 0

can again be visualized by using Eq. (6.33) with the substitution D → K. By fitting

the model Sjk(∆
′;κ′tot, r

′
jk) to data generated by Sjk(∆;κtot, rjk, K) we have obtained

the apparent values of κ′tot and r′jk as a function of |K|, which we present in Fig.

6.12(b). We find that in order for the apparent κ′tot and r′jk to both be within 10%

of their true values κtot and rjk, we must have |K| . 0.35κtot. Thus, this effect only

becomes significant as |K| approaches the cavity linewidth.

Another important case to consider is that of a cavity with a modest Kerr non-

linearity K driven at high enough powers such that the number of photons n in the

cavity is non-negligible, a situation that is particularly important for experiments in

which it is either necessary or useful to characterize the cavity using a range of input

powers. In this case there is not a closed form expression for the average scatter-

ing matrix elements; instead, they must be obtained by numerically evaluating the
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Figure 6.12: The effect of quantum fluctuations on the scattering matrix
elements Sjk of a Kerr cavity when n = 〈a†a〉 � 1. (a) Visualization
of the deformed resonance circle. Dotted green line: Sjk(∆;κtot, rjk).
Solid blue line: Sjk(∆;κtot, rjk, K) with K = κtot/2. Dashed red
line: best fit of Sjk(∆

′;κ′tot, r
′
jk) to the solid blue trajectory where

ω′0 − ω0 ≈ 0.22κtot, κ
′
tot ≈ 1.2κtot, and r′jk ≈ 0.89rjk. Hollow circles

mark ∆ = 0, hollow squares mark ∆ = ±κtot/2, and hollow triangles
mark ∆ = ±κ′tot/2. Filled shapes mark the corresponding points for
∆′. (b) Results of fitting the model Sjk(∆

′;κ′tot, r
′
jk) to data generated

by Sjk(∆;κtot, rjk, K). Values of |ω′0−ω0| < κtot/10 have been omitted
for clarity.
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convolution

Sjk(∆;κtot, rjk, K, n) =

∞∫

−∞

Sjk(∆− Ω;κtot, rjk)P (Ω;K,n)dΩ (6.42)

where Sjk(∆−Ω;κtot, rjk) is given by Eq. (6.22) and P (Ω;K,n) is given by Eq. (6.38).

We analyze the deformation induced by this convolution for fixed Kerr nonlinearity

K0 = κtot/10, for which the deformation is negligible in the limit n → 0 (see Fig.

6.12(b)).

As with the previous cases, this convolution yields an apparent increase in the to-

tal damping rate κtot and decrease in the radius rjk of the resonance circle, as seen in

Fig. 6.13(a). Furthermore, the shape of the deformed scattering matrix element Sjk

is qualitatively similar to that in the case of a stronger Kerr nonlinearity K and negli-

gible cavity occupation n (compare with Fig. 6.12(a)). And, once again, the resulting

deviation of the scattering matrix elements Sjk from the non-fluctuating model Sjk

is subtle to the point of being easily overlooked or obscured by measurement noise.

By fitting the model Sjk(∆
′;κ′tot, r

′
jk) to data generated by Sjk(∆;κtot, rjk, K0, n) we

have obtained the apparent values of κ′tot and r′jk as a function of cavity occupation

n = 〈a†a〉, which we present in Fig. 6.13(b). We find that in order for the apparent

κ′tot and r′jk to both be within 10% of their true values κtot and rjk when K = κtot/10,

we must have n . 2.6. It is important to note that this effect is not scale-free; it

will become stronger (weaker) for increasing (decreasing) values of K/κtot, even if

nK/κtot is held constant.

Thus, for cavities with even modest Kerr nonlinearities K & κtot/10 operated at

the few-photon level, one will extract damping rates that differ appreciably from their

true values if the effect of quantum fluctuations on the scattering matrix elements is

not properly taken into account. Numerous examples of Kerr cavities in this regime

are described in the literature [101, 102, 86, 16, 103, 104, 105]; based on our work, we

believe that there are likely discrepancies between the reported damping rates of such

cavities and their true values. The fact that these apparent damping rates vary with

the cavity occupation n is particularly important to account for experimentally since

it is well known that the true damping rates of microwave cavities vary with n as

well, due to the two-level systems present in the dielectric substrates on which planar

cavities are fabricated [106, 107, 108, 109, 110, 78, 111]. As we’ve shown, however,

these discrepancies will persist even in the limit of zero cavity occupation. By using
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Figure 6.13: The effect of quantum fluctuations on the scattering ma-
trix elements Sjk of a cavity with fixed Kerr nonlinearity K0 = κtot/10
and non-negligible cavity occupation n = 〈a†a〉. (a) Visualization of
the deformed resonance circle. Dotted green line: Sjk(∆;κtot, rjk).
Solid blue line: Sjk(∆;κtot, rjk, K0, n) with n = 3 photons. Dashed
red line: best fit of Sjk(∆

′;κ′tot, r
′
jk) to the solid blue trajectory where

ω′0 − ω0 ≈ 0.34κtot, κ
′
tot ≈ 1.1κtot, and r′jk ≈ 0.92rjk. Hollow circles

mark ∆ = 0, hollow squares mark ∆ = ±κtot/2, and hollow triangles
mark ∆ = ±κ′tot/2. Filled shapes mark the corresponding points for
∆′. (b) Results of fitting the model Sjk(∆

′;κ′tot, r
′
jk) to data generated

by Sjk(∆;κtot, rjk, K0, n) as a function of cavity photons n. Values of
|ω′0 − ω0| < κtot/10 have been omitted for clarity.
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6.2 Frequency Fluctuations in Tunable and Nonlinear Cavities

the model presented in this section, these systematic errors can be mitigated.

6.2.5 Tunable Kerr Cavity

It is useful to consider the combined effect of tunability and the Kerr nonlinearity

on frequency fluctuations, since many tunable cavities contain Josephson junctions

which introduce nonlinearity into the system. Making the same assumptions as in

Sections 6.2.3 and 6.2.4, which led to Eqs. (6.25) and (6.39), the frequency fluctua-

tions in this case take the form

δω0 =
∂ω0(x)

∂x
δx+

K

4

(
δX2

1 + δX2
2

)
(6.43)

which is the sum of a Gaussian-distributed and a chi squared-distributed random

variable. The resulting PDF is the convolution of a Gaussian and chi-squared distri-

bution

P (Ω) =

∞∫

−∞

2e−2Ω′/K

|K|
e−(Ω−Ω′)2/2σ2

ω0√
2πσ2

ω0

Θ(Ω′/K)dΩ′

= e2σ2
ω0
/K2−2Ω/K


 1

|K| −
erf
(√

2σω0

K
− Ω√

2σω0

)

K




(6.44)

where σω0 is again given by Eq. (6.26). Working with this probability distribution

has the same downsides as the non-central chi squared distribution: the convolution

of Eq. (6.20) does not readily simplify in terms of special functions, and it depends

on two extra free parameters rather than one. When |K|/σω0 is either very small

or very large, however, we can once again obtain simple expressions for the average

scattering matrix elements.

When |K| � σω0 , the resulting probability distribution will be well-approximated

by a Gaussian. This is most easily seen by expanding this distribution’s cumulant

generating function to second order in K

C(t) =
1

2
σ2
ω0
t2 − log

(
1− Kt

2

)

≈ 1

2
Kt+

1

2

(
σ2
ω0

+
K2

4

)
t2

(6.45)

which is identical to that of a Gaussian with mean K/2 and variance σ2
ω0

+ K2/4.
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More precisely, we can expand Eq. (6.44) as an Edgeworth series [112] such that

P (Ω) ≈
exp

[
− (Ω−K/2)2

2(σ2
ω0

+K2/4)

]

√
2π(σ2

ω0
+K2/4)

(6.46)

to lowest order. Since the higher order cumulants will be cm = (K/2)m for integers

m > 3, the leading order correction to this expression will go as K3/(4σ2
ω0

+ K2)3/2.

Although this approximation is most accurate when |K| � σω0 , it actually works

very well up to |K| ≈ 2σω0 and only begins to significantly deviate from the exact

result when |K| & 4σω0 , as can be seen in Fig. 6.14. Thus, for |K| . 2σω0 , the

resonant frequency of our cavity will be shifted by K/2 and the average scattering

matrix elements can be approximated by Eq. (6.28) with σω0 →
√
σ2
ω0

+K2/4. In

the opposite regime, when |K| � σω0 , the cumulants of the chi squared distribution

will dominate at all orders and the scattering matrix elements can be approximated

by Eq. (6.41) if n� 1, and by Eq. (6.42) otherwise.
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Figure 6.14: Approximating the PDF of the tunable Kerr cavity with a
Gaussian for increasing values of K. Solid blue lines are the exact PDF
given by Eq. (6.44), dashed red lines are the approximate Gaussian
PDF given by Eq. (6.46).

6.2.6 Summary

In this section we have shown how frequency fluctuations comparable to the cavity

linewidth may arise in tunable and nonlinear microwave cavities, and have presented a

model for how these fluctuations deform the trajectories traced out by the scattering

matrix elements in the complex plane. For tunable cavities we have shown how
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6.3 Damping Rates and Deformed Resonance Circles

fluctuations in the tuning parameter induce fluctuations in the resonant frequency,

and that failing to account for these fluctuations may lead one to extract damping

rates that appear to vary with the tuning parameter, which is a common observation

in these systems. For Kerr cavities we have shown that quantum fluctuations in the

cavity quadratures induce frequency fluctuations, which can appreciably affect the

apparent damping rates of the cavity as the strength of the nonlinearity approaches

the cavity linewidth. However, by using the model we have presented for the average

scattering matrix elements as a fitting function for experimental data, one can extract

the true damping rates even in the presence of these frequency fluctuations, allowing

these cavities to be characterized more accurately moving forward.

Section 6.3

Damping Rates and Deformed Resonance Circles

In the case of the cCPT we must consider two sources of frequency fluctuations:

those induced by fluctuations in the tuning parameters ng and Φext, and those induced

by quantum fluctuations in the cavity field via the Kerr nonlinearity. To linear order

in the fluctuations δng and δΦext, the frequency fluctuations they induce take the

form

δω0 =
∂ω0

∂ng
δng +

∂ω0

∂Φext

δΦext. (6.47)

Assuming fluctuations in the gate and flux are independent and Gaussian-distributed

with mean zero and variances σ2
ng

and σ2
Φext

, respectively, then these frequency fluc-

tuations will be Gaussian-distributed with mean zero and variance

σ2
ω0

=

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
2

σ2
ng

+

∣∣∣∣
∂ω0

∂Φext

∣∣∣∣
2

σ2
Φext

. (6.48)

In this case the average reflection coefficient takes the form [5]

S11(∆) = 1−
√
π

2

κext

σω0

w

(
iκtot − 2∆

2
√

2σω0

)
(6.49)

where w(z) = e−z
2
erfc(−iz) is the Faddeeva function [98].

On the other hand, the frequency fluctuations induced by quantum fluctuations
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6.3 Damping Rates and Deformed Resonance Circles

in the cavity field via the Kerr nonlinearity take the form

δω0 =
K

4
(X2

1 +X2
2 ) (6.50)

where X1 = a† + a and X2 = i(a† − a) are the quadrature operators. Assuming a

coherent steady state of the cavity field, fluctuations δX1,2 = X1,2 − 〈X1,2〉 in these

operators will be independent and Gaussian, each with zero mean and unit variance.

In the case of small cavity occupation n . 1/4, the resulting frequency fluctuations

follow a chi-square distribution with two degrees of freedom to good approximation,

such that the average reflection coefficient takes the form [5]

S11(∆) = 1− 2i
κext

K
e(iκtot−2∆)/KΓ

(
0,
iκtot − 2∆

K

)
(6.51)

where Γ(a, z) =
∫∞
z
ta−1e−tdt is the incomplete gamma function [98].

In general, we must consider the combined effect of these two sources of fluctu-

ations, which leads to a complicated probability distribution that requires the con-

volution in Eq. (6.20) to be evaluated numerically. Of particular importance to us,

however, is when the frequency fluctuations are dominated by fluctuations in the gate

and flux such that σω0 & K/2. In this case δω0 will be Gaussian-distributed to good

approximation, its variance will be renormalized by the Kerr nonlinearity according

to [5]

σ2
ω0

=

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
2

σ2
ng

+

∣∣∣∣
∂ω0

∂Φext

∣∣∣∣
2

σ2
Φext

+
K2

4
(6.52)

and the average reflection coefficient will be given by Eq. (6.49). By fitting these

models for the average reflection coefficient to our measurements, we can extract the

true damping rates of the cCPT in the presence of frequency fluctuations.

As discussed in Section 6.2, in order to extract the damping rates of the cCPT we

must fit our measured reflection coefficients to an appropriate model that accounts for

the effects of frequency fluctuations. To this end we first study the trajectories traced

out by our measured reflection coefficients and their deformation due to frequency

fluctuations. This will both corroborate the presence of frequency fluctuations com-

parable to the cavity linewidth, as well as provide evidence of the relative magnitudes

of fluctuations due to gate/flux noise and those due to quantum noise.

To study the effect of fluctuations in the tuning parameters ng and Φext on the

resonance circle, we bias the cCPT to (ng,Φext) = (0.64, 0.27Φ0). At this point in
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parameter space the resonant frequency is very sensitive to both gate and flux, since

both |∂ω0/∂ng| and |∂ω0/∂Φext| are close to their maximum values, leading to strong

frequency fluctuations in accordance with Eqs. (6.47) and (6.48). Furthermore, the

Kerr nonlinearity K/2π = −0.03 MHz is much smaller than the cavity linewidth

at this point such that quantum fluctuations will contribute negligibly to the fre-

quency fluctuations [5]. In Fig. 6.15 we highlight the deformation of the resonance

circle at this point by fitting our measured trajectory S11(∆) to both Eq. (6.49)

(which accounts for Gaussian fluctuations) and Eq. (6.17) (which does not account

for any fluctuations). It is plain to see that our measured resonance circle is deformed

into an oblong shape in excellent agreement with our Gaussian model for frequency

fluctuations, and which cannot be explained using the non-fluctuating model. This

both confirms the presence of strong frequency fluctuations comparable to the cavity

linewidth, since σω0/κtot ≈ 0.8 at this point, and justifies our treatment of the un-

derlying fluctuations in the gate and flux as Gaussian-distributed random variables.

Most importantly, had we failed to account for these fluctuations we would have

extracted an internal damping rate that differed from its true value by an order of

magnitude.

To study the effect of quantum fluctuations on the resonance circle, we bias the

cCPT to a point where the resonant frequency is insensitive to both gate and flux, but

the Kerr nonlinearity is comparable to κtot. As it turns out there are two such points

per period, (ng,Φext) = (0, 0) where K/2π = −0.46 MHz and (ng,Φext) = (0,Φ0/2)

where K/2π = 0.49 MHz, such that both |∂ω0/∂ng| and |∂ω0/∂Φext| tend toward

zero at these points. In Fig. 6.16 we highlight the deformation of the resonance

circle at these points by fitting our measured trajectories S11(∆) to both Eq. (6.51)

(which accounts for frequency fluctuations induced by quantum fluctuations via the

Kerr nonlinearity) and Eq. (6.17) (which does not account for any fluctuations).

A signature of the deformation in this case is asymmetry of the trajectory with

respect to reflection of S11(∆) across the real axis [5]. This arises from the chi-square

distribution of the underlying fluctuations in the cavity quadratures, which only has

support on either the positive or negative reals depending on the sign of K. Although

it is subtle, we observe this deformation of our measured trajectories in agreement

with Eq. (6.51); furthermore, the parity of this asymmetry depends on the sign of

K as expected. In Fig. 6.16(b), where K < 0, we find that our measured trajectory

S11(∆) lies outside our best fit to the nonfluctuating model at the top of the trajectory

and inside it at the bottom left. In Fig. 6.16(d), where K > 0 on the other hand,
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(b)

κint/2π (MHz) κext/2π (MHz) σω0/2π (MHz)
(a) 0.10± 0.05 1.178± 0.008 1.04± 0.02
(b) 1.40± 0.02 1.36± 0.01

Figure 6.15: Deformation of a resonance circle due to Gaussian fre-
quency fluctuations. The cCPT is biased to (ng,Φext) = (0.64, 0.27Φ0),
where ω0/2π = 5.751 GHz and K/2π = −0.03 MHz. The trajectory
traced out by S11(∆) is measured over a 30 MHz span around reso-
nance, and marked by the black dots. The solid blue line in (a) is
the fit to Eq. (6.49) that accounts for Gaussian frequency fluctuations,
whereas the dashed red line in (b) is the fit to Eq. (6.17) that does
not account for any frequency fluctuations. The best fit parameters are
presented in the table above.

we find that our measured trajectory lies outside our best fit to the nonfluctuating

model at the bottom of the trajectory and inside it at the top left. It is important

to note that this asymmetry cannot be attributed to impedance mismatches, since

additional rotation of the fit to Eq. (6.17) about the off-resonant point S11 = 1 leads

to a poor fit near this point.

Across most of the parameter space spanned by ng and Φext we find that frequency

fluctuations are dominated by Gaussian fluctuations in the gate and flux, rather

than by quantum fluctuations. We therefore expect Eq. (6.49) to be an accurate

model for our measured reflection coefficients S11(∆) for most bias points, where

σω0 is renormalized by the Kerr nonlinearity according to Eq. (6.52). This model

breaks down in small regions near (ng,Φext) = (2m, kΦ0/2) for integers m and k, but

numerically we find that if we try fitting the Gaussian model to data generated by

Eq. (6.51) using the scale of the Kerr nonlinearity near these points (|K|/κtot ≈ 0.3),
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(d)

κint/2π (MHz) κext/2π (MHz)
(a) 0.333± 0.005 1.295± 0.004
(b) 0.420± 0.006 1.315± 0.004
(c) 0.197± 0.005 1.081± 0.004
(d) 0.308± 0.006 1.106± 0.004

Figure 6.16: Deformation of two resonance circles due to quantum fluc-
tuations. In (a) and (b) the cCPT is biased to (ng,Φext) = (0, 0)
where ω0/2π = 5.785 GHz and K/2π = −0.46 kHz (obtained from
Eq. (4.50)). In (c) and (d) it is biased to (ng,Φext) = (0,Φ0/2) where
ω0/2π = 5.728 GHz and K/2π = 0.49 MHz. Each trajectory traced
out by S11(∆) is measured over a 20 MHz span around resonance, and
marked by the black dots. The solid blue lines in (a) and (c) are fits
to Eq. (6.51) that accounts for quantum fluctuations (using the above
values for K), whereas the dashed red lines in (b) and (d) are fits to
Eq. (6.17) that does not account for any frequency fluctuations. The
best fit parameters are presented in the table above.
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we extract σω0 ≈ K/2 to within 20% accuracy and damping rates that are accurate to

within their confidence intervals. We can therefore use the Gaussian model as a fitting

function for experimental data across our entire parameter space without significantly

sacrificing accuracy in our model for σω0 or in our extracted damping rates. Thus,

to fully characterize the cCPT we measure S11(∆) at each point in parameter space

and fit each measured trajectory to Eq. (6.49). This yields the best fit parameters

σω0(ng,Φext), κint(ng,Φext), and κext(ng,Φext), which we present in Fig. 6.17.
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Figure 6.17: (a) Measured σω0(ng,Φext) and the best fit to Eq. (6.52),
which includes the effects of frequency fluctuations due to charge noise,
flux noise, and quantum noise. In (b) and (c), κint(ng,Φext) and
κext(ng,Φext) are plotted parametrically as a function of ω0(ng,Φext),
respectively, and their confidence intervals are shown in orange.

As shown in Fig. 6.17(a), we find excellent agreement between the measured

σω0(ng,Φext) and the model given by Eq. (6.52). This agreement between theory and

experiment further corroborates our model for the effect of frequency fluctuations

on the reflection coefficient, and further demonstrates the significance of quantum

fluctuations to the overall frequency fluctuations since they are crucial to the gate

and flux dependence of σω0 . From the best fit to this model we find the standard
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deviations of gate and flux fluctuations to be

σng = (6.1± 0.2)× 10−3 electrons

σΦext = (2.80± 0.02)× 10−3 Φ0

(6.53)

which, in general, depend on the time-scale of the individual reflection measurements

used to find each value of σω0 , as we will discuss in Section 6.4. With these we can

calculate the strength of the second order couplings between the tuning and frequency

fluctuations [5]

|Dng | =
σ2
ng

2

∣∣∣∣
∂2ω0

∂n2
g

∣∣∣∣ < 2π × 14 kHz

|DΦext | =
σ2

Φext

2

∣∣∣∣
∂2ω0

∂Φ2
ext

∣∣∣∣ < 2π × 10 kHz

(6.54)

where the bounds are over the full tuning range of the cCPT. Since these are both

much smaller than κtot, we are justified in truncating Eq. (6.47) at linear order.

The internal damping rate κint(ng,Φext) of the cCPT, obtained by fitting our mea-

sured trajectories S11(∆) to Eq. (6.49), is plotted parametrically versus ω0(ng,Φext)

in Fig. 6.17(b). Although κint varies somewhat at each value of ω0, most of its varia-

tion can be attributed to an implicit dependence on the operating frequency ω0 rather

than an explicit dependence on ng and Φext. In Appendix A of Ref. [4] we show that

the internal damping rate takes the form

κint =
4ωλ/4
π

α` (6.55)

where α is the attenuation constant of the cavity and ` is its length. Thus, one

possible explanation for the implicit dependence of κint on ω0 is the attenuation con-

stant varying with frequency. Another possible explanation is that the metallization

between the central conductor and the ground plane (which forms the CPT) affects

κint in such a way that it depends on the operating frequency. It has previously

been observed that similar metallization at high impedance points (e.g., the voltage

antinode) yields an order unity change in a cavity’s internal damping rate [113, 68].

As the resonant frequency is tuned, so too is its effective length and the impedance

of the point at which the CPT is embedded. It is therefore plausible that additional

loss would arise as the resonant frequency is tuned further away from its bare value,

which is precisely what we observe.
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6.3 Damping Rates and Deformed Resonance Circles

The external damping rate κext(ng,Φext) of the cCPT, obtained by fitting our mea-

sured trajectories S11(∆) to Eq. (6.49), is plotted parametrically versus ω0(ng,Φext)

in Fig. 6.17(c). Clearly, the variation in κext can be fully attributed to an implicit

dependence on the operating frequency ω0. In Appendix A of Ref. [4] we show that

the external damping rate takes the form

κext =
4ωλ/4
π

(ω0Z0Cc)
2 (6.56)

where Z0 = 50Ω is the characteristic impedance of the transmission lines and Cc is the

coupling capacitance between the cavity and the external transmission line. Although

κext depends explicitly on ω2
0 this cannot account for its measured variation, since κext

deviates from its mean value by about 10% while ω0 only varies from its bare value by

about 1%. Rather, we attribute the variation in κext to the characteristic impedance

Z0 of either the cavity or its environment changing with the operating frequency.

Using our extracted value of κext/2π ≈ 1.2 MHz at ω0 ≈ ωλ/4 = 2π × 5.757 GHz and

the nominal value of Z0 = 50Ω, we can solve for the coupling capacitance Cc = 7.1

fF, which is consistent with both a first principles calculation based on the geometry

of the interdigitated capacitor [114] and a simulation using Sonnet.
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Figure 6.18: Empirical angle of rotation θIM, accounting for impedance
mismatches, plotted parametrically versus ω0.

Finally, for completeness, the empirical angle θIM accounting for impedance mis-

matches (see Section 5.2.2) is shown in Figure 6.18. This parameter is extracted

concurrently with those presented in Figure 6.17. As you can see, it remains less than

0.1 radians in magnitude, such that impedance mismatching causes negligible errors

in our extracted damping rates [79]. In addition, the variation in this parameter with

122



6.4 Power Spectra of Frequency Fluctuations

gate and flux can be attributed to an implicit dependence on ω0.

Section 6.4

Power Spectra of Frequency Fluctuations

To corroborate the presence and strength of frequency fluctuations, as well as

shed light on their underlying sources, we next perform a direct measurement of their

power spectral density (PSD). We do so by driving the cCPT with a carrier signal

on resonance and measuring the output PSD near ω0 using a spectrum analyzer,

as discussed in Section 5.3. This carrier signal will be modulated by the frequency

fluctuations, which we assume to have PSD SΩΩ(ω), such that the power spectral

density Sout of the output power at the plane of the sample is given by

Sout(ω0 ± ω) =
2κ2

ext

κ2
tot(ω

2 + κ2
tot/4)

PinSΩΩ(ω) (6.57)

as shown in Section 2.4. This can be related to the power spectral density SSA
out

measured by the spectrum analyzer according to

SSA
out(ω0 ± ω) =

2κ2
ext

κ2
tot(ω

2 + κ2
tot/4)

G(ω0 ± ω)

ηin

PcarSΩΩ(ω) (6.58)

where G is the gain of the amplifier chain, ηin is the input attenuation, and Pcar is

the power of the carrier signal at the fridge input.

As discussed in Section 5.2, we can measure the ratio G/ηin at any frequency using

the off-resonant transmission magnitude |S21| from the input to the output port of the

fridge. Having now determined the damping rates as well, we can measure SSA
out(ω0±ω)

and invert this relationship to extract SΩΩ(ω). Furthermore, SΩΩ can be expressed in

terms of the PSDs of its underlying sources as

SΩΩ(ω) =

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
2

Sqq(ω) +

∣∣∣∣
∂ω0

∂Φext

∣∣∣∣
2

SΦΦ(ω) +K2Snn(ω) (6.59)

where Sqq is the PSD of fluctuations in the gate charge ng, SΦΦ is the PSD of fluctu-

ations in the external flux Φext, and Snn is the PSD of quantum fluctuations in the

cavity occupation n = (X2
1 + X2

2 − 2)/4. By carefully choosing the gate and flux

biases at which we measure SΩΩ we can isolate each of these contributions, which we

can then compare with the results of Section 6.3.
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6.4 Power Spectra of Frequency Fluctuations

For each of these measurements, we drive the cCPT using a carrier signal at ω0

with power −60 dBm, slightly below the single-photon level such that the cavity

response is linear to good approximation. We then measure the output power using

a spectrum analyzer whose measurement window is centered at ω0 with a span of 100

kHz and resolution bandwidth of 1 Hz. To measure the corresponding noise floor, we

perform an identical measurement with the carrier signal turned off. As expected,

all measured output spectra are symmetric about ω0; we therefore calculate SΩΩ(ω)

from the average of Sout(ω0 +ω) and Sout(ω0−ω) to better resolve the fluctuations of

interest from the noise floor. For convenience we express all measured PSDs in units

of frequency rather than angular frequency.

6.4.1 Charge, Flux, and Quantum Noise

To measure the PSD of quantum noise, Snn, we bias the cCPT to (ng,Φext) = (0, 0)

where both ∂ω0/∂ng = 0 and ∂ω0/∂Φext = 0. Thus, all power in excess of the noise

floor near ω0 is attributable to quantum fluctuations. Our measurement of Snn(f) is

presented in Fig. 6.19(a), from which we see that we cannot resolve quantum fluctua-

tions from the noise floor at these frequencies. Thus, for all subsequent measurements

we assume quantum fluctuations contribute negligibly to Eq. (6.59).

To measure the PSD of charge noise, Sqq, we bias the cCPT to (ng,Φext) =

(0.5, 0) where ∂ω0/∂Φext = 0. Thus, all power in excess of the noise floor near

ω0 is attributable to fluctuations in the gate charge. Our measurement of Sqq(f) is

presented in Fig. 6.19(b), from which we see that it has an f−α power law dependence.

This type of charge noise is common in solid state systems, and is believed to arise

due to fluctuating two-level systems in the vicinity of the CPT island [81, 82, 83].

Over the frequency range f . 200 Hz where the charge noise can be clearly resolved

from the noise floor, we fit a power law to the charge noise in excess of the noise floor

and find the best fit

Sqq(f) ≈ (4.3× 10−7)f−1.13 electrons2/Hz. (6.60)

We note that our measured value of Sqq(1Hz) is comparable to typical values reported

in the literature for single electron transistors (SETs) [115, 116, 117]. The total

variance of fluctuations in the gate for a given measurement is obtained by integrating

Sqq over the measurement bandwidth, with lower cutoff frequency set by the inverse

of the measurement time 1/τm and upper cutoff frequency set by the total damping
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Figure 6.19: Measured power spectral densities of (a) quantum noise,
(b) charge noise, and (c) flux noise. The power law fits in (b) and (c)
have been offset by the mean noise floors to compare with our measured
data.
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6.4 Power Spectra of Frequency Fluctuations

rate κtot/2π. To compare our PSD with the results of Section 6.3 we use τm = 0.03 s.

This corresponds to the total time spent measuring S11, at each value of the detuning

∆, for the measurements used to determine σng and σΦext in that section. Assuming

the charge noise follows the power law given by Eq. (6.60) over the full measurement

bandwidth, we estimate

σng =

√√√√√√
κtot/2π∫

1/τm

Sqq(f)df = 1.3× 10−3 electrons (6.61)

which is in order-of-magnitude agreement with Eq. (6.53).

To measure the PSD of flux noise, SΦΦ, we bias the cCPT to (ng,Φext) = (0,Φ0/4)

where ∂ω0/∂ng = 0. Thus, all power in excess of the noise floor near ω0 is attributable

to fluctuations in the flux threading the SQUID loop. Our measurement of SΦΦ(f)

is presented in Fig. 6.19(c), from which we see that it too has an f−α power law

dependence. This type of flux noise is ubiquitous in SQUIDs and is believed to arise

from unpaired surface spins [81, 118, 84, 85]. Over the frequency range f . 2 kHz

where the flux noise can be clearly resolved from the noise floor, we fit a power law

to the flux noise in excess of the noise floor and find the best fit

SΦΦ(f) ≈ (2.8× 10−9)f−0.47 Φ2
0/Hz. (6.62)

We note that our measured value of SΦΦ(1Hz) is significantly larger than typical values

on the order of (µΦ0)2/Hz found in the literature [118, 84, 85], which we attribute

to the large size of our SQUID loop. In addition, although the exponent α ≈ 0.5

in the f−α dependence of SΦΦ is on the low side of what has been reported in the

literature, it is not unprecedented [85]. Following the same line of reasoning as for

the charge noise, we estimate the total standard deviation of flux fluctuations (over

the bandwidth of the measurement used in Section 6.3) to be

σΦext =

√√√√√√
κtot/2π∫

1/τm

SΦΦ(f)df = 3.1× 10−3 Φ0 (6.63)

in good agreement with Eq. (6.53). The peaks in SΦΦ from 10 − 100 Hz and near

2.4 kHz are due to a combination of electrical and vibrational interference, primarily
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6.4 Power Spectra of Frequency Fluctuations

from the pumps and compressors necessary to run our cryostat. We estimate that

this interference contributes less than 0.5% to the total standard deviation of Φext

over the measurement bandwidth considered.

It is important to emphasize that due to limitations of this measurement and the

analysis thereof, the values of σng and σΦext obtained here should only be considered

order-of-magnitude estimates for comparison with Eq. (6.53). First and foremost, the

power spectra of interest disappear into the noise floor at frequencies several orders of

magnitude smaller than κtot. Thus, to integrate Sqq and SΦΦ over the bandwidth of

the measurements used in Section 6.3 we have been forced to infer the high-frequency

behavior of these power spectral densities from their low-frequency behavior. We

could improve on this limitation by using a near quantum-limited first stage amplifier

[119, 17, 41, 120], which would reduce our noise floor by an order of magnitude or

more. Second, in deriving Eq. (6.57) we have assumed that the carrier signal is

on resonance at ω0 (see Section 2.4), where the sideband power Sout(ω0 + ω) due to

frequency fluctuations SΩΩ(ω) is maximal. Over the course of measuring the output

power at ω0 + ω, however, the resonant frequency will fluctuate around its average

value thereby reducing both the average output power at ω0 + ω and our estimate of

SΩΩ(ω). Since the scale of fluctuations in the resonant frequency around its average

value is comparable to but not greater than κtot, this will be an order unity effect.

6.4.2 Quasiparticle Poisoning

As discussed in Section 6.1, quasiparticle poisoning (QP) occurs when the cCPT is

biased near ng = 0.7. This manifests itself as random switching between two different

resonant frequencies as quasiparticles tunnel onto and off of the CPT island. When

measured with a VNA, this gives rise to two visible resonances as in Fig. 6.4.

To measure the power spectrum of these switching events, we bias the cCPT to

(ng,Φext) = (0.7, 0.0). The only sources of frequency fluctuations at this point are

charge noise and the random switching due to QP (ignoring the effect of quantum

fluctuations as in Section 6.4 since they cannot be resolved with this measurement).

Since the odd-parity resonance is effectively at ng = −0.3 its resonant frequency

is not very sensitive to gate noise, so the frequency fluctuations are dominated by

the switching due to QP. We therefore put a carrier in at the odd-parity resonant

frequency (f0 = 5.789 GHz) and measure the output power spectral density near

the reflected carrier, which encodes the power spectral density of frequency fluctua-

tions. This measurement is performed with all the same parameters as the previous
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6.5 Power Calibration via the Kerr Shift

measurements of the charge, flux, and quantum noise spectra.
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Figure 6.20: Output power spectral density at f0 + f due to frequency
fluctuations induced by quasiparticle poisoning.

The results of this measurement are shown in Fig. 6.20. We find that the output

power spectral density due to QP is well-modeled by a Lorentzian, as we expect for

the random telegraph signal associated with QP [121, 122]. The best fit of the excess

noise to a Lorentzian is

SSA
out(f0 ± f) =

6.7× 10−15

1 + (f/830 Hz)2
W/Hz. (6.64)

This corner frequency of 830 Hz is consistent with other measurements of QP reported

in the literature [121, 122].

Section 6.5

Power Calibration via the Kerr Shift

Since many of our measurements rely on our knowledge of the number of photons

in the cavity, we next study the power-dependent shift in resonant frequency due to

the Kerr nonlinearity [60, 86, 59]. This will enable us to refer our input and output

powers to the plane of the sample, and thereby determine the number of intracavity

photons in-situ. In Appendix 2.5 we show that the resonant frequency ω∗, taken to

be the frequency at which |S11| is minimized, is shifted from ω0 according to

ω∗ = ω0 +Kn = ω0 + 4K
κext

κtot

Pin

~ω0κtot

(6.65)
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6.5 Power Calibration via the Kerr Shift

where n is the number of intracavity photons on resonance and Pin is the input power

at the plane of the sample. This can be expressed in terms of the input VNA power

PVNA using the input attenuation ηin = PVNA/Pin. Thus, if we measure the slope

∂ω∗
∂PVNA

=
4κext

~ω0κ2
totηin

K (6.66)

we can determine ηin by comparing with this theoretical model, since the resonant

frequency, Kerr nonlinearity, and damping rates have already been determined. Here

we have implicitly assumed that the damping rates of the cCPT do not vary with

input power, which is not true in general [106, 109] but is accurate for the range of

input powers we use in this measurement.

We perform this measurement by increasing PVNA, finding ω∗ for each input power,

and determining the slope ∂ω∗/∂PVNA. This is done for a full period of both ng and

Φext, such that we can fit our results to Eq. (6.66). The results of this measurement

at two different bias points, one with positive K and one with negative K, are shown

in Fig. 6.21(a) and 6.21(b). Further, we repeat this process for different ranges

of input VNA powers, always starting from −65 dBm and incremented on a linear

scale, but ending between −56 dBm and −51 dBm. At −56 dBm, the cCPT is

below the threshold of bistability (see Section 2.5) across its full tuning range but

the scale of the Kerr shift is comparable to both the cavity linewidth and the jumps

in frequency between measurements at different input powers (due to slow frequency

fluctuations), leading to noisiness and greater uncertainty in our measured slopes. At

−51 dBm, the cCPT is above the threshold of bistability across most of its tuning

range, but the linear trend due to the Kerr shift is more easily resolved. In all cases

we do not observe any clear signatures of bistability, such as hysteresis and sudden

jumps in S11 as the drive frequency is swept across resonance [61], since the total

scale of frequency fluctuations over the measurement time is larger than the range

of frequencies over which the response is bistable for these powers. Empirically, we

find that ω∗ follows a linear trend with respect to PVNA even into the bistable regime

at the powers considered, but using larger maximum powers tends to yield slopes

slightly smaller in magnitude leading to slightly larger input attenuations. This effect

is illustrated by the measurements shown in Figures 6.21(a) and 6.21(b); although

the magnitude of the slopes obtained using greater maximum power are not always

this much less than those obtained using lower maximum power, the trend persists

on average. This may be due to a slight increase in the internal damping rate at

129



6.5 Power Calibration via the Kerr Shift

increasing powers, but this is difficult to determine in our case due to the complexity

of simulating the nonlinear reflection coefficient (see Section 2.5), in the presence of

frequency fluctuations. Finally, it is worth noting that all of these effects, and our

extracted input attenuations, are consistent across multiple cooldowns.

We find the best agreement between theory and experiment using a maximum

input VNA power of about −54 dBm, at which the cCPT is below the bistability

threshold for all but a small region around Φext = Φ0/2. By fitting our measured

slopes ∂ω∗/∂PVNA to Eq. (6.66) we find the input attenuation

ηin = (1.55± 0.2)× 108 = 81.9± 0.6 dB (6.67)

whose confidence interval is limited by the range of input attenuations extracted using

different maximum input VNA powers. In Figure 6.21(c) we present a representa-

tive measurement of these slopes, scaled by a factor of ~ω0κ
2
totηin/4κext so they can

be compared to the Kerr nonlinearity given by Eq. (4.50), and find excellent agree-

ment between theory and experiment. The accuracy of this connection between the

Kerr nonlinearity and the measured slopes depends on the accuracy of our extracted

damping rates; if we had not accounted for the presence of frequency fluctuations,

our extracted input attenuation would have been skewed. Our input attenuation is

somewhat larger than its value of about 79 dB at room temperature, contrary to

our expectations since the attenuation due to our stainless steel coaxial cables should

decrease slightly at cryogenic temperatures. We believe the primary reason for this

discrepancy is impedance mismatching arising at cryogenic temperatures, since all

of our cables and attenuators are rated for room temperature. Based on our room

temperature measurement, we estimate that ηin should vary from its mean value by

less than ±0.2 dB over the tuning range of ω0, well within its confidence interval.

Although we find excellent agreement between our measured slopes and Eq. (6.66),

it is worth discussing two implicit assumptions of this model. First, we have ignored

the shift in ω∗ due to frequency fluctuations [5], which would tend to increase the

magnitude of our measured slopes and lead us to extract a smaller input attenuation.

Second, we have ignored the fact that frequency fluctuations reduce the average cavity

occupation in the steady state, which would tend to decrease the magnitude of our

measured slopes and lead us to extract a larger input attenuation. Both of these are

order unity effects that tend to cancel one another out, and modeling them rigorously

would be prohibitively complex. Thus, we have neglected them.
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Figure 6.21: (a) Measurement of the Kerr-shifted resonant frequency
ω∗ (marked by black circles) as a function of PVNA at (ng,Φext) =
(0.56, 0.53Φ0). The solid blue line is the best fit to the filled black cir-
cles (slope = 400 kHz/nW), whereas the dashed red line is the best
fit to both the filled and hollow black circles (slope = 310 kHz/nW).
The uncertainty in each measured ω∗/2π is about ±100 kHz, smaller
than the marker size. (b) Same as (a), but at (ng,Φext) = (0.56, 0.0).
The slope of the solid blue line is −300 kHz/nW, whereas the slope of
the dashed red line is −240 kHz/nW. (c) Measured slopes ∂ω∗/∂PVNA,
scaled by a factor of ~ω0κ

2
totηin/4κext, and theoretical Kerr nonlinearity

given by Eq. (4.50). (d) Number of intracavity photons n at reso-
nance as a function of Pin and PVNA. (e) Gain and (f) system noise
temperature of our amplifier chain as a function of frequency.
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6.5.1 Number of Intracavity Photons

With this input attenuation, we can now refer our input VNA power PVNA to the

input power at the plane of the sample Pin = PVNA/ηin. Thus, we can find the average

number of photons in the cavity at resonance according to

n =
4κextPin

~ω0κ2
tot

. (6.68)

which is valid in both the linear and nonlinear response regimes, as shown in Appen-

dices 2.3 and 2.5. This serves as an upper bound for the actual cavity occupation in

the steady state, which will be reduced by both frequency fluctuations and non-zero

detuning. In Fig. 6.21(d) we plot this average cavity occupation at resonance as a

function of input power; the range of values at each input power is due to the variation

in the damping rates as a function of operating frequency ω0.

6.5.2 Amplifier Gain and System Noise

With this input attenuation we can also find the gain of our amplifier chain and

the system noise referred to the plane of the sample. We find the gain G(ω) by

measuring the magnitude of the off-resonant transmission coefficient between the

input and output ports of the fridge, which takes the form

∣∣SVNA
21 (ω)

∣∣ =

√
G(ω)

ηin

(6.69)

as discussed in Section 5.2. Our measured gain profile is presented in Fig. 6.21(e).

We find the system noise power spectral density Snoise(ω) by measuring the output

power spectral density at room temperature Sout(ω), with no input drive, using a

spectrum analyzer. These two quantities are related to one another according to

Sout(ω) = G(ω)Snoise(ω). (6.70)

The power spectral density of the noise (in units of W/Hz) can be converted into a

system noise temperature by dividing by the Boltzmann constant kB. Our measured

system noise, shown in Figure 6.21(f), is primarily due to the added noise of our

first-stage cryogenic HEMT amplifier. These results are consistent with both the

specifications of the HEMT and similar results in the literature [41, 120, 10, 59], thus

providing additional corroboration of our extracted value for the input attenuation.
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6.5.3 Discussion

A major limitation of this method for determining the input attenuation is that we

were unable to independently measure the strength of the Kerr nonlinearity, forcing

us to infer its value from Eq. (4.50) using our extracted EJ and EC given by Eq.

(6.14) and φzp = 0.176. This same limitation exists in other work that has used the

Kerr shift (or, equivalently, the Duffing shift) to determine the power at the plane

of the sample in-situ [10, 86]. We have strong corroboration for the validity of this

theoretical evaluation of K from the fact that the measured ω0(ng,Φext) is in excellent

agreement with theory [Fig. 6.5(a)], the slopes ∂ω∗/∂PVNA follow the same trend

as our theoretical Kerr nonlinearity [Fig. 6.21(c)], and our estimate for difference

between the superconducting gaps of the island and leads of the CPT is consistent

with other measurements reported in the literature. However, a direct measurement

of K(ng,Φext) would be preferable. We might have been able to perform such a

measurement if the strength of the Kerr nonlinearity exceeded the cavity linewidth

[16], in which case we could observe spectral signatures of K. Unfortunately, in our

case the observable consequences of K are only sensitive to the product PinK. This

is true for both the Kerr shift given by Eq. (6.65) and the bistability threshold (see

Section 2.5). Within the internal logic of this methodology our uncertainty in K is

determined by our confidence intervals for the best fit parameters EJ and EC , as well

as our uncertainties σng and σΦext in the gate and flux bias points due to 1/f noise.

The total uncertainty in K varies with gate and flux, but it is typically less than

about ±15 kHz.

In addition, it is worth noting that a completely different method for determining

the input attenuation would be possible if we were able to access the first excited state

of the CPT and thereby operate it as a qubit. Robust methods exist for calibrating

the number of photons in a cavity that is coupled to a qubit via the Jaynes-Cummings

interaction. These methods make use of the Stark shift [123], a photon-number de-

pendent shift in the qubit frequency, the coupling strength of which can be determined

independently by measuring either the phase shift of a scattered signal in the case of

weak coupling [124] or the vacuum Rabi splitting in the case of strong coupling [125].

Although the coupling between the qubit and cavity would be somewhat different

in our case, we believe these methods could be adapted to the cCPT if not for two

practical limitations. First, due to our restricted gate range −0.65 < ng < 0.65,

the minimum qubit frequency we can attain with the present device is E0→1/h ≈ 75

GHz, which is beyond the range of frequencies we can access experimentally. Second,
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we would expect our qubit (essentially a split Cooper pair box [126]) to have a poor

coherence time, making qubit spectroscopy challenging. This could be improved if a

cCPT were fabricated in the transmon regime with EC/EJ � 1 [67], but this would

then be a very different device than the one studied in the present work.

Section 6.6

Time-domain Measurements

In this section we present some time-domain measurements that shed further light

on frequency fluctuations in the cCPT, but are not conducive to quantitative analysis

(and therefore characterization).

6.6.1 Reflection Coefficient
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Figure 6.22: Histogram of S11(t), with a drive signal on resonance, at
(ng,Φext) = (0.64, 0.27Φ0).

We can sample the reflection coefficient as a function of time by operating the

VNA in “zero-span” mode, which fixes the frequency of the continuous-wave stimulus

and records S11(t). To perform this measurement, we bias the cCPT to (ng,Φext) =

(0.64, 0.27Φ0), where the resonant frequency is very sensitive to both gate and flux
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such that σω0 is large. First, we measure the resonant frequency ω0 with a typical

measurement of the reflection coefficient. Next, we set the stimulus frequency to ω0

and monitor S11(t).

A histogram of this measurement is shown in Figure 6.22. This is clearly a sam-

pling from the circular trajectory S11(∆) at different values of the detuning, consistent

with the resonant frequency fluctuating as a function of time. However, it’s not pre-

cisely the ideal trajectory since each datapoint is averaged over the measurement time

(set by the IF bandwidth of the VNA). Thus, each datapoint is actually sampled from

an average trajectory S11(∆), but this sampling rate is faster than sampling the full

trajectory S11(∆) so the averaging process is sensitive to a much smaller bandwidth

of frequency noise (see Section 6.2). This complication makes it difficult to extract

any useful quantities from this measurement.

6.6.2 Ringdown Measurements

Theory. We now consider the effect of frequency fluctuations on ringdown measure-

ments [127, 128, 129, 130]. This type of measurement is performed by driving the

cavity on resonance to a steady state amplitude, turning off the drive, and observing

the subsequent decay of the intracavity field, from which the total damping rate of the

cavity can be determined. Before the measurement, the average resonant frequency

ω0 must first be measured, which sets the drive frequency, after which the actual res-

onant frequency ω0(t) may fluctuate from this average value by δω0(t) = ω0(t) − ω0

during the ringdown measurement. We assume that at t = 0 the cavity has reached

a steady state, at which time the drive is abruptly turned off. Since the amplitude

and phase at t = 0 will depend on the detuning of the drive from the true resonant

frequency while the cavity approached the steady state, for t > 0 the average output

voltage (on whichever port is to be measured) can be written

〈Vout(t > 0)〉 = V0 (∆0) e−κtott/2 cos [ω0(t)t+ φ(∆0)] (6.71)

where ∆0 is a function of δω0(t < 0). As we will see, the details of this dependence

become irrelevant as long as care is taken in how the output signal is acquired and

processed.

Since microwave signals are generally too fast to be recorded directly, they are

typically mixed down to an intermediate frequency before being recorded [80]. Here

we consider a homodyne IQ detection scheme, where the output signal is mixed down
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6.6 Time-domain Measurements

to DC using a local oscillator at the drive frequency ω0, after which both the in-

phase (I) and quadrature (Q) components of the signal are recorded [99, 100]. In the

presence of frequency fluctuations, these ostensibly DC signals now take the form

I(t) = V0 (∆0) e−κtott/2 cos [δω0(t)t+ φ(∆0)]

Q(t) = V0 (∆0) e−κtott/2 sin [δω0(t)t+ φ(∆0)]
(6.72)

which remain oscillatory due to δω0(t). However, this oscillatory time dependence is

not present in the amplitude of the signal

A(t) =
√
I(t)2 +Q(t)2 = V0 (∆0) e−κtott/2 (6.73)

whose time dependence is a simple exponential decay from which the rate κtot/2 is

easily determined. Even if the noise associated with the output signal is sufficiently

large that an ensemble of measurements must be performed and averaged, only the

initial value of the amplitude will be affected by this process such that κtot/2 can still

be determined from the rate of decay. However, the ensemble-averaged amplitude will

also acquire a DC offset due to the root mean square amplitude of the noise, which

in practice could make it difficult to resolve the exponential decay.

To illustrate how the results of this measurement may be skewed by frequency

fluctuations if the amplitude is not directly measured, we consider a single channel

homodyne detection scheme in which only the in-phase part of the signal is recorded.

For simplicity, we assume that V0 and φ are constants independent of ∆0, that φ = 0,

and that the resonant frequency doesn’t fluctuate appreciably over the course of a

single measurement but does fluctuate over the course of repeated measurements. In

this case the in-phase part of the signal obtained from a single measurement takes

the form

I(t) = V0e
−κtott/2 cos(δω0t). (6.74)

Assuming δω0 is a Gaussian-distributed random variable with mean zero and variance

σ2
ω0

, then the average time series from an ensemble of such measurements will take

the form

〈I(t)〉 = V0e
−κtott/2

∞∫

−∞

e−Ω2/2σ2
ω0

√
2πσ2

ω0

cos(Ωt)dΩ (6.75)

= V0e
−κtott/2e−σ

2
ω0
t2/2. (6.76)
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6.6 Time-domain Measurements

Clearly, this signal is no longer ideal for extracting κtot; if one tries to fit it to a

simple exponential decay, then one will extract a total damping rate skewed by σω0 .

As before, this effect only becomes significant as σω0 approaches κtot.

Thus, to accurately perform a ringdown measurement in the presence of frequency

fluctuations, one should ideally detect the amplitude (or, equivalently, the power) of

the signal directly. As we’ve shown, this can be accomplished with an IQ measure-

ment, but diode detection is another feasible approach. How this is best accomplished,

or if it can be accomplished at all, will depend on the specifics of the experimental

device under consideration. Regardless, if the signal to noise ratio of a single mea-

surement is sufficiently small that an ensemble of measurements is required to resolve

the signal, then it is absolutely necessary to compute the amplitude of the signal prior

to averaging in order to avoid the results being skewed by frequency fluctuations.

Experiment. We performed our ringdown measurements using single-channel digi-

tal homodyne detection, as discussed in Section 5.4. In this measurement, we average

the IF output on the level of the sinusoidal signal rather than the amplitude, contrary

to the method suggested by the above analysis. We also tried to measure the ampli-

tude of the signal before averaging (by digitally mixing the IF signal down to DC after

each measurement), but we weren’t able to resolve the exponential decay in this case.

We expect this is because the noise gets “baked into” the average amplitude if we

average after measuring the amplitude. This means that the average output voltage

increases due to the RMS noise amplitude, and the exponential decay is a tiny dip on

top of this plateau. Another possible method is to measure both channels (I and Q)

at the same time, calculate the amplitude (A =
√
I2 +Q2) after each sample, and

average all of these values together, but this typically requires extra calibration [80]

and is likely to suffer from the same noise problem.

However, it may be possible to salvage the results of this single-channel digital ho-

modyne measurement by fitting our decaying signals to Eq. (6.76), using the values for

σω0 in Figure 6.17(a). We performed this measurement as a function of gate and flux,

and we present the results of one such measurement near (ng,Φext) = (0.33, 0.51Φ0)

in Figure 6.23. We perform this measurement by measuring the resonant frequency

of the cCPT and then driving it with a resonant square pulse with a pulse-width of 20

µs and a pulse-period of 60 µs. We measure the reflected signal 106 times and average

the signals together, which yields a clear signal. Finally, we locate the tail end of the

pulse and fit our time-series to Eq. (6.76), where σω0 is determined from a standard
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Figure 6.23: Ringdown measurement at (ng,Φext) = (0.33,−0.51Φ0)
and the best fit to Eq. (6.76), which accounts for the effects of frequency
fluctuations.

scattering measurement (i.e., S11(∆) measured by a VNA) performed over a similar

time-scale (∼ 1 minute). From the ringdown measurement we find κtot/2π = 1.48

MHz, whereas from the scattering measurement we find κtot/2π = 1.32 MHz.

This deviation between the two measurements persists as a function of gate and

flux, and it is often much worse than this (some differ by a factor of 2 or more).

However, these deviations are systematic in that the ringdown measurement always

yields a larger value than the scattering measurement. We believe this is due to low-

frequency jumps in the resonant frequency that occur after we measure ω0 but before

we start the ringdown measurement, or during the ringdown measurement itself, such

that for a good portion of the measurement (106 pulsed measurements over a minute)

the drive is off-resonant. In this case we’re incorporating measurements that are

sharp drops rather than genuine ring-downs, skewing our results. It may be possible

to overcome this limitation by prepending a measurement of the resonant frequency

to each pulse, allowing us to post-select for measurements that are on resonance, but

this comes with new challenges.

Section 6.7

Discussion

In this section we’ve detailed the techniques used to characterize the cCPT ex-

perimentally. As we showed, the characterization process is made significantly more

complex by the presence of frequency fluctuations comparable in scale to the cavity

linewidth. Only by accounting for the effect of these fluctuations on the trajectories
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traced out by S11 in the complex plane were we able to extract the true damping

rates of the cCPT. In addition, we observed the key predicted signatures of both

Gaussian-distributed frequency fluctuations induced by charge and flux noise, as well

as chi-square-distributed frequency fluctuations induced by quantum fluctuations of

the cavity field via the Kerr nonlinearity [5]. In the latter case the signature is subtle,

and we are currently investigating more direct ways of observing the consequences of

these quantum frequency fluctuations. We note that such nonlinearity-induced fre-

quency fluctuations have also been studied in nanomechanical resonators [131, 132],

but it is unclear whether the methods employed in this context can be applied to

superconducting microwave cavities with negligible thermal occupation.
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Chapter 7

Ultrasensitive Electrometry at the

Single-Photon Level

Fast and ultrasensitive electrometers have been instrumental to the advancement

of basic science. They have been used to detect in real time the tunneling of electrons

in a quantum dot [21], determine the tunneling rates of quasiparticles in supercon-

ducting devices [22], and search for signatures of Majorana zero modes in nanowires

[23]. In addition, the rapid detection of single electrons is crucial for the readout of

quantum-dot-based qubits [24], for which operating at lower photon numbers reduces

measurement backaction [25]. In this same vein, ultrasensitive electrometers are at the

heart of many schemes for sensing the displacement of charged mechanical resonators

[26, 27, 28], as well as for coherently coupling mechanical resonators to microwave

cavities [3, 29, 30]. To observe and take advantage of quantum effects in such hybrid

systems it is often essential that their coupling be strong at the single-photon level,

a regime that has been achieved for quantum dots [31, 32] but not yet for mechan-

ical resonators despite significant effort [33, 34, 35, 36]. Reaching the single-photon

strong optomechanical coupling regime, where a single cavity photon causes sufficient

radiation pressure to displace the mechanical resonator by more than its zero-point

uncertainty, would enable the generation of nonclassical states of both light and mo-

tion [37, 38], as well as provide a rich platform for studying the quantum-to-classical

transition and other fundamental physics [39].

Electrometers based on the single electron transistor (SET) are among the fastest

and most sensitive reported in the literature to date. Radio-frequency single electron

transistors (rf-SETs) are the best known of these devices, having achieved sensitiv-

ities below 1 µe/
√

Hz [40] and bandwidths greater than 100 MHz [20]. The rf-SET
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functions by encoding the charge gating the SET in the power dissipated by the

SET, which is embedded in a tank circuit to enable radio-frequency readout of this

dissipation. This dissipative detection typically requires picowatts of power, corre-

sponding to hundreds of thousands of photons in the tank circuit, which renders the

rf-SET unsuitable for some of the aforementioned applications and makes it impossi-

ble to integrate the rf-SET with modern near-quantum-limited parametric amplifiers

[17, 41, 42] (which typically saturate well below the picowatt scale). Dispersive elec-

trometers based on the SET have also been developed, which encode the gate charge

in the resonant frequency of a tank circuit. Such electrometers have been operated

using femtowatts of power [43, 22], corresponding to tens or hundreds of photons,

and have achieved charge sensitivities as low as 30 µe/
√

Hz [44]. More recently,

dispersive gate-based sensors have been developed [45] that have surpassed the per-

formance of SET-based electrometers. These devices have achieved sensitivities as

low as 0.25 µe/
√

Hz with detection bandwidths approaching 1 MHz while using only

100 attowatts of power, corresponding to hundreds of photons [46].

In this chapter we demonstrate ultrasensitive dispersive charge detection with a

cavity-embedded Cooper pair transistor (cCPT) [4, 2]. Using 16 attowatts of power,

corresponding to the single-photon level of the cavity, we measure a minimum charge

sensitivity of 14 µe/
√

Hz. Relative to theory, we find that the cCPT operates within

a factor of 5 of its quantum-limited sensitivity, this discrepancy being due to the

presence of frequency fluctuations comparable to the cavity linewidth, the inherent

nonlinearity of the device, and the noise of our amplifier chain. Another major lim-

itation of the present device is quasiparticle poisoning [71], which prevents us from

studying the cCPT at its theoretically-optimal operating point. Based on these re-

sults we expect an optimized sample could realistically achieve a sensitivity as low as

0.4 µe/
√

Hz, rivaling that of the best gate-based sensor [46]. This is the first ultrasen-

sitive electrometer reported to operate at the single-photon level; for this reason, the

cCPT has been proposed as a platform for reaching the single-photon strong coupling

regime of optomechanics [3]. Our results support the feasibility of this proposal and

represent an important step toward its realization.

It is important to note that much of this chapter is derived from our electrometry

paper, Ref. [1]. Large sections of this chapter have been taken from this paper ver-

batim, but we’ve included significantly more detail in this chapter than was possible

to fit into the paper due to the constraints of the letter format. In addition, we’ve

organized the content differently so it is coherent with this thesis as a whole.
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7.1 Charge Sensitivity

Section 7.1

Charge Sensitivity

As we showed in Chapter 4, the CPT behaves as a nonlinear Josephson inductance

LJ in parallel with the cavity that can be tuned by both the number of electrons ng

gating the island and the flux Φext threading the SQUID loop. The gate charge

ng is thus encoded in the resonant frequency ω0 of the cavity, which can then be

detected via microwave reflectometry. This device can be operated at much lower

powers than comparable SET-based dispersive electrometers [22, 43, 44] for two key

reasons. First, we use a distributed superconducting microwave cavity rather than a

lumped-element LC circuit, yielding much lower dissipation. Second, we can tune the

CPT band structure via the external flux Φext, which provides us greater flexibility

in biasing the device to an optimally-sensitive point.

Figure 7.1: Schematic of the setup used to measure the charge sensi-
tivity of the cCPT.

We benchmark the cCPT’s performance as an electrometer by measuring its charge

sensitivity, which is defined as the minimum-detectable rms charge modulation am-

plitude per
√

Hz relative to the noise floor. To measure the charge sensitivity we

drive the cCPT with a resonant carrier signal while modulating the gate about a dc

bias point ng such that ng(t) = ng +
√

2(qrms/e) cos(ωgt), as depicted schematically

in Figure 7.1. This charge modulation induces a frequency modulation such that

ω0(t) = ω0 +
√

2(∂ω0/∂ng)(qrms/e) cos(ωgt). As a result, the reflected carrier signal is

phase-modulated leading to output power Pout proportional to q2
rms at the sideband

frequencies ω0 ± ωg, as we showed in Section 2.4.
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7.1.1 Phenomenology

We first analyze the charge sensitivity phenomenologically by considering the

power at the sidebands relative to the noise floor. As we just mentioned, the power

at these frequencies can be written

Pout(ω0 ± ωg) = Cq2
rms (7.1)

for some proportionality constant C. Similarly, if the power spectral density of the

noise floor is Snoise (in units of W/Hz) and we measure the ratio between the power

at these sidebands and the noise floor using a spectrum analyzer with a resolution

bandwidth B, the signal to noise ratio SNR takes the form

SNR =
Pout(ω0 + ωg) + Pout(ω0 − ωg)

Snoise × B
=

Cq2
rms

Snoise × B
, (7.2)

where we’ve consider the total power at the two sidebands to be the signal of interest,

since it is possible to combine them via homodyne mixing [40]. We can therefore

solve for the constant of proportionality C

C =
Snoise × B× SNR

q2
rms

, (7.3)

in terms of quantities that can be determined independently.

The charge sensitivity δq of an electrometer is defined as the RMS charge ampli-

tude per root Hz that yields a signal to noise ratio of unity, which can be written

as
Cδq2

Snoise

= 1. (7.4)

Solving for δq and plugging in our expression for C, we find

δq =
qrms√

B× SNR
= qrms

√
Snoise

Pout(ω0 + ωg) + Pout(ω0 − ωg)
. (7.5)

Thus, given the rms charge modulation amplitude qrms, we can use a spectrum ana-

lyzer with resolution bandwidth B to measure both the output sideband power and

the noise floor Pnoise = B × Snoise, from which we can extract the charge sensitivity

δq.

Assuming symmetric sidebands, Eq. (7.5) can be rewritten in the more familiar
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7.1 Charge Sensitivity

form δq = qrms/
√

2B × 10SNR/10, where SNR is the single-sideband signal to noise

ratio expressed in decibels [40, 133]. In practice, however, we observe asymmetric

sidebands and therefore use Eq. (7.5) to extract the charge sensitivity from our

measurements. We discuss this asymmetry in Section 7.3.3.

7.1.2 Theory

The theoretical charge sensitivity of the cCPT in this mode of operation is derived

from first principles in Ref. [2]. Here we present a simple derivation based on the

above phenomenological treatment and the theoretical output power

Pout(ω0 ± ωg) =
2κ2

ext

κ2
tot(ω

2
g + κ2

tot/4)

∣∣∣∣
qrms

e

∂ω0

∂ng

∣∣∣∣
2

Pin, (7.6)

of a frequency-modulated cavity, derived in Section 2.4. Note that this expression

assumes the drive is exactly on resonance, such that ∆ = 0. Plugging this expression

into Eq. (7.5), we obtain

δq =
κtot

2κext

√
Snoise

Pin

(
ω2
g +

κ2
tot

4

)∣∣∣∣
∂ω0

∂ng

∣∣∣∣
−1

e. (7.7)

The main things worth noting are that the charge sensitivity gets better with less

damping, less noise, lower gate modulation frequency, greater input power, and

greater slopes ∂ω0/∂ng. To evaluate this expression we use the sample-referred Snoise

and Pin (see Section 7.2), as well as the values of κext, κtot, and ω0(ng,Φext) deter-

mined from the detailed characterization of the device presented in Chapter 6. The

corresponding quantum-limited sensitivity of the device is obtained by evaluating Eq.

(7.7) at the quantum limit of system noise for our measurement scheme, SQL
noise = ~ω,

which we discuss in Section 7.2.1.

It is important to note that both Eqs. (7.5) and (7.7) are only valid when

qrms/e� ωg/(∂ω0/∂ng), which ensures that the amplitude of the resulting frequency

modulation is small compared to ωg and that Pout(ω0 ± ωg) is proportional to q2
rms.

In all of our measurements we use sufficiently small qrms to satisfy this constraint.

Furthermore, Eq. (7.7) is most accurate in the linear response regime for which

n � κtot/|K|, where n = 4κextPin/~ω0κ
2
tot is the average number of intracavity pho-

tons and K is the Kerr nonlinearity of the cCPT [4]. Experimentally, we find that

for n� κtot/|K| the output sideband power grows linearly with Pin as expected from
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Eq. (7.6), but as n approaches κtot/|K| this trend becomes sub-linear. Near this

threshold, Pout(ω0 ± ωg) begins to decrease with increasing Pin. We therefore use

sufficiently small input powers such that n . 1 in all of our measurements, since

κtot/|K| > 1.7 for all values of ng and Φext [4]. We discuss the power-dependence of

the charge sensitivity in Section 7.3.2.

The detection bandwidth of the device, which determines the maximum rate at

which the cavity can respond to changes in the gate charge ng, is set by κtot and is on

the order of 1 MHz. This can be improved by using a larger coupling capacitance Cc,

thereby increasing κext, but this improved bandwidth also affects the charge sensi-

tivity. Restricting ourselves to single-photon-level operation and assuming negligible

internal loss such that κtot ≈ κext, Eq. (7.7) becomes

δq =
1

2

√
κtot

Snoise

~ω0

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
−1

e (7.8)

for ωg � κtot. Thus, the bandwidth can be improved at the expense of sensitivity,

and vice versa.

7.1.3 Effect of Frequency Fluctuations
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Figure 7.2: Average output sideband power (Eq. 7.10) as a function of

σω0 and ωg. The power is scaled by P
(0)
out, which is the the ideal sideband

power (Eq. 7.6) evaluated for ∆→ 0 and ωg → 0.

We account for the effect of frequency fluctuations by performing the same analysis

as in Section 2.4, but allow for a non-zero detuning. Following the same line of
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reasoning, we find that the outgoing power at the sideband frequencies takes the

form

Pout(ω ± ωg) =
1

[∆2 + κ2
tot/4] [(∆± ωg)2 + κ2

tot/4]

κ2
ext

2

∣∣∣∣
qrms

e

∂ω0

∂ng

∣∣∣∣
2

Pin. (7.9)

In the presence of frequency fluctuations, the average power at these sidebands will

be an average over a distribution of detunings around our ideal operating point of

∆ = 0. For example, if the fluctuations are Gaussian-distributed with variance σ2
ω0

,

our average power will take the form

Pout(ω ± ωg) =
κ2

ext

2

∣∣∣∣
qrms

e

∂ω0

∂ng

∣∣∣∣
2

Pin

∞∫

−∞

exp
(
−∆2/2σ2

ω0

)
/
√

2πσ2
ω0

[∆2 + κ2
tot/4] [(∆± ωg)2 + κ2

tot/4]
d∆. (7.10)

Mathematica actually gives a closed form expression for this integral, but it’s far too

messy to present or use in any meaningful way. Rather, we evaluate this integral

numerically.

The results of simulating this average output sideband power are shown in Figure

7.2. As expected, the average sideband power decreases significantly as σω0 → κtot.

Thus, frequency fluctuations will cause a degradation of the charge sensitivity of the

cCPT, on average.

Section 7.2

Measurement Setup

Figure 7.3: Schematic of the circuitry used to measure the charge sen-
sitivity of the cCPT.

The charge sensitivity of the cCPT is measured using the circuitry depicted
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schematically in Fig. 7.3, which is nearly identical to that described in Chapter

5. The one difference here is that we use a near quantum-limited TWPA [41] as a

first-stage amplifier, followed by a cryogenic HEMT amplifier and room temperature

amplifier.

7.2.1 System Noise

Figure 7.4: Schematic of the measurement used to isolate the TWPA
added noise, with (a) the pump on and (b) the pump off. All quantities
depend on frequency.

We use the techniques described in Section 6.5 to refer all input and output powers,

as well as the system noise Snoise(ω), to the plane of the sample. We determine the

noise added by the TWPA and HEMT independently by measuring the gain of the

amplifier chain and total system noise twice: once with the TWPA pump on and once

with it off. A schematic of this measurement, using units of photons, is presented in

Fig. 7.4. Here G1 and n1 represent the TWPA gain and added noise, respectively,

G2 and n2 model the rest of the amplifier chain (HEMT, room temperature amp,

cable attenuation), and n0 = 1/2 is the vacuum noise in the transmission line. We

note that the added noise n1 of the TWPA is not included in Fig. 7.4(b). This is

because the TWPA behaves as a lossy transmission line when the pump is off and it

is mounted in the mixing chamber, which means it attenuates n0 by a certain amount

and then adds exactly that same amount of noise, leaving the total input-referred

noise unchanged (see Yurke’s chapter in Ref. [134] for the beam-splitter model of an

attenuator). In addition, although the HEMT is located at the 1K pot stage (with a

temperature of about 1.7 K), the coaxial cable connecting from the TWPA output to

the HEMT is made of Niobium, which should have minimal loss and therefore should

add a negligible amount of additional noise referred to the HEMT input relative to

n2.
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Using the transmission measurements we can determine both G1 and G2 (see

Section 6.5). The noise measurements are then described by the equations

n
(on)
out = G1G2(n0 + n1) +G2n2

n
(off)
out = G2(n0 + n2).

(7.11)

Measuring the output noise in these two cases therefore enables us to determine

n1 =
n

(on)
out − n(off)

out

G1G2

− n0

(
1− 1

G1

)
, (7.12)

n2 =
n

(off)
out

G2

− n0. (7.13)
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Figure 7.5: System noise referred to the sample plane (solid black line).
Shaded areas show the contribution of each noise source. The dashed
white line is the quantum limit.

The measured system noise, shown in Fig. 7.5, is due to the half-photon of

vacuum noise Svac = ~ω/2 in the input/output transmission line [55] and the added

noise of our amplifier chain Samp, such that Snoise = Svac +Samp. For all of the charge

sensitivity measurements we report, the noise floor near the sideband frequencies is

dominated by this system noise, which is why we use the same notation for these two

quantities. At sufficiently low gate modulation frequencies, however, the noise floor

is dominated by 1/f charge noise [81]. In our case this regime is below about 1 kHz

[4]. Over the working range of resonant frequencies of the cCPT (between 5.68 GHz

and 5.82 GHz), the TWPA contributes 1.2 photons of noise (50% of total) while the
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HEMT contributes 0.7 photons (30% of total) on average. The room temperature

amplifier contributes negligibly to Snoise. The quantum limit of noise in this system

is one photon, such that SQL
noise = ~ω, since phase-insensitive amplifiers must add at

least a half-photon of noise [119]. Thus, our average system noise is only a factor

of 2.4 greater than the quantum limit for this measurement scheme, such that the

theoretical sensitivity (Eq. 7.7) is only a factor of
√

2.4 greater than the quantum-

limited sensitivity.

7.2.2 Gate Attenuation

Just as we had to measure the input attenuation to determine the number of

photons in the cavity, we must now measure the gate attenuation to determine the

rms charge modulation amplitude qrms at the plane of the sample. We measure the

gate attenuation using two methods. First, we directly measure the attenuation on the

RF gate line with a combination of room temperature and cryogenic measurements.

Second, we modulate the gate at varying strengths and measure the resulting variance

of the induced frequency fluctuations using the techniques developed in Chapter 6.

As we will see, these two techniques yield results that are in good agreement with

one another.

Direct Measurement. We first measure the gate attenuation at room temperature,

since we do not expect the attenuation at low frequencies (. 1 MHz) to change

significantly at cryogenic temperatures. The one thing we do expect to change at

cryogenic temperatures is the rolloff frequency of the high pass filter built into the

RF port of the bias tee. Without this extra attenuation due to the bias tee, the

gate attenuation is about 64.1 dB. We measure the attenuation of the bias tee as a

function of frequency at 4K, the results of which are shown in Figure 7.6.

Frequency Fluctuation Measurement. We next determine the gate attenuation

in-situ by modulating the gate and measuring the resulting variance of the induced

frequency fluctuations. When the gate is modulated with a sinusoidal voltage with

amplitude Vg, the resulting variance of the resonant frequency can be written

σω0(Vg)
2 = σω0(0)2 +

1

2

∣∣∣∣
∂ω0

∂Vg

∣∣∣∣
2

V 2
g . (7.14)
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Figure 7.6: Gate attenuation due to the bias tee, measured at 4K.

Thus, if we can measure the slopes ∂ω0/∂Vg and ∂(σ2
ω0

)/∂(V 2
g, 300K), we can determine

the ratio ηg = Vg, 300K/Vg corresponding to the gate attenuation.

We perform this measurement by first biasing to a charge-sensitive point (the

precise point is irrelevant). We then linearly sweep the DC gate voltage, measuring

the resonant frequency, and determine the slope ∂ω0/∂Vg. Finally, we modulate

the gate at 350 kHz, sweep the gate modulation power on a linear scale, measure

the reflection coefficient, fit to the average reflection coefficient (deformed resonance

circle) using the model that assumes Gaussian frequency fluctuations, and determine

the slope ∂(σ2
ω0

)/∂(V 2
g, 300K). This last step is a bit hand-wavy, since we’re using

a model that assumes Gaussian frequency fluctuations but this is not precise for a

sinusoidally-modulated resonant frequency. As such, we only expect our results to be

accurate to within a factor of unity.

The results of these measurements are shown in Figure 7.7. From these slopes

we determine the gate attenuation to be 74.4 dB at 350 kHz. Without the extra

cryogenic attenuation of the bias tee this corresponds to an attenuation of 63.3 dB,

which differs from our direct measurement by only 20% or so. Due to the limitations

of this measurement mentioned above, we err on the side of caution and use our

direct measurement of the gate attenuation to analyze our experimental results for

the charge sensitivity.
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Figure 7.7: Measurements used to extract the gate attenuation in-situ.
(a) Resonant frequency versus DC gate bias voltage. (b) Variance in the
resonant frequency versus room temperature gate modulation voltage
Vg, 300K.

Section 7.3

Results

7.3.1 Gate/Flux Crosstalk
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Figure 7.8: Anomalous sideband power as a function of gate modulation
power and frequency. P

(±)
out = Pout(ω0 ± ωg) is the sideband power at

the plane of the sample, G is the gain of the amplifier chain, Pg, 300K

is the gate modulation power at room temperature, and ωg is the gate
modulation frequency.

In our experiments, we observe crosstalk between our gate and flux lines at low
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frequencies, which requires some care to avoid. To measure this crosstalk we bias

the cCPT to (ng,Φext) = (0.0,Φ0/4), where the resonant frequency is sensitive to

flux but insensitive to charge. We then perform our usual charge sensitivity mea-

surement by modulating the gate at a frequency ωg with room-temperature power

Pg, 300K and measuring the output power at the sidebands. Any sideband power here

can be attributed to an unwanted flux-modulation induced by the gate modulation

via crosstalk.

The results of this measurement are shown in Figure 7.8. As you can see, this

cross-talk drops off at higher frequencies and low gate modulation powers. In all of

our subsequent measurements we use these results to make sure the effects of crosstalk

are negligible.

7.3.2 Dependence on Input Power
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Figure 7.9: Combined output sideband power (P
(±)
out = Pout(ω0 ± ωg))

as a function of input power Pin. This measurement was performed at
(ng,Φext) = (0.6, 0.0), which is near the optimal bias point, with a gate
modulation frequency ωg/2π = 500 kHz and qrms = 8.7 × 10−4e. The
line is the best fit to the low-power data.

Theoretically, we expect the output sideband power to grow linearly with the

input power. Experimentally, however, this is only true for very low powers. As
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the number of photons in the cavity approaches unity, the nonlinearity of the cCPT

becomes important and causes a sublinear dependence of the output sideband power

on the input power, as shown in Figure 7.9. The line is the best fit to the low-

power data, which represents our extrapolated theoretical expectations. At Pin = 16

attowatts, our experimental and theoretical output powers differ by a factor of about

3.6.

7.3.3 Sideband Asymmetry

Experimentally, we often observe asymmetric sidebands when we modulate the

gate charge ng. This is a consequence of the sideband power’s dependence on detuning

Pout(ω ± ωg) =
1

[∆2 + κ2
tot/4] [(∆± ωg)2 + κ2

tot/4]

κ2
ext

2

∣∣∣∣
qrms

e

∂ω0

∂ng

∣∣∣∣
2

Pin. (7.15)

As the detuning ∆ deviates from zero, one sideband gets larger and one gets smaller

due to the factor of ∆±ωg in the denominator. This effect is negligible for ωg � κtot,

but in our case we’re forced to use ωg . κtot due to gate/flux crosstalk and the

cryogenic attenuation of our bias tee. Thus, it is worth exploring the consequences of

this effect.

Figure 7.10: Effects of non-zero detuning on the output sideband power
(P

(±)
out = Pout(ω0 ± ωg)). (a) Combined sideband power as a function of

detuning. The power is scaled by P
(0)
out, which is the the ideal sideband

power (Eq. 7.6) evaluated for ∆ → 0 and ωg → 0. (b) Asymmetry
between the left and right sidebands as a function of detuning.

We are primarily interested in answering two questions: how does the total side-
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band power (sum of left and right) depend on the detuning, and how does the asym-

metry between the two sidebands depend on the detuning. The results of simulating

the total sideband power and sideband asymmetry as functions of detuning (via Eq.

7.15) are shown in Figure 7.10, (a) and (b) respectively. We find that at lower gate

modulation frequencies ωg we can achieve greater output power overall, but we are

also more susceptible to deviations away from zero detuning. And, as expected, the

asymmetry between the left and right sidebands is negligible for small ωg.
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Figure 7.11: Measured asymmetry between the left and right sidebands
as a function of detuning.

We can measure this asymmetry by biasing to a charge-sensitive point, sweeping

the detuning of the carrier, and measuring the resulting output power when the gate

is modulated sinusoidally. The results of one such measurement are shown in Figure

7.11. As expected, the right sideband is larger than the left at negative detunings,

and vice versa for positive detunings. It’s difficult to get a very clean measurement

of this asymmetry due to frequency jumps occuring over the course of the sweep.

7.3.4 Dependence on Gate and Flux

In order to compare the cCPT’s charge sensitivity with its theoretical performance,

given by Eq. (7.7), we first measure δq as a function of both the gate charge ng

and external flux Φext. Although we can access a full period of Φext (from 0 to the
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magnetic flux quantum Φ0), we can only access the gate range −0.65 < ng < 0.65 due

to quasiparticle poisoning [4]. We perform this measurement using an input power

Pin = −141 dBm ≈ 8 aW and gate modulation amplitude qrms = 10−3e. Ideally we

would set ωg to be significantly less than κtot/2 ≈ 2π×700 kHz to minimize Eq. (7.7),

but due to the cross-talk between our gate and flux lines we use ωg/2π = 800 kHz,

such that the gate modulation does not also induce a flux modulation. To measure

the reflected power and noise floor at ω0 ± ωg we use a resolution bandwidth B = 1

Hz.

The results of this measurement are shown in Fig. 7.12(a). We find that the vari-

ation of δq with ng and Φext is in good agreement with our theory, but our measured

sensitivities are about 3 times worse than theory. We attribute this discrepancy to

two factors. First and foremost, the resonant frequency fluctuates due to 1/f charge

and flux noise [4, 5] over the course of each measurement, which means our carrier

is not always on resonance. On average, this reduces the output sideband power

yielding worse charge sensitivity than expected. Second, we used a sufficiently high

input power that Pout(ω0±ωg) scales sublinearly with Pin due to the Kerr nonlinear-

ity. Although this improves the sensitivity overall and was necessary to resolve the

sidebands over a large area of the gate/flux parameter space, it causes the measured

sensitivity to diverge from theory since the latter assumes proportionality between

Pin and Pout(ω0 ± ωg). Finally, accounting for the fact that Snoise/S
QL
noise ≈ 2.4, the

factor of 3 discrepancy between theory and experiment means our measured sensi-

tivities are within a factor of 5 of the quantum limit. In this measurement we find

a minimum charge sensitivity of 24 µe/
√

Hz at (ng,Φext) = (0.63, 0.0), whereas our

predicted theoretical and quantum-limited sensitivities at this point are 9 µe/
√

Hz

and 6 µe/
√

Hz, respectively.

7.3.5 Optimal Sensitivity

In order to optimize δq we narrow our search to the gate range 0.6 ≤ |ng| ≤ 0.65

and the flux points Φext = 0,Φ0/2. At these flux points the resonant frequency of

the cCPT is insensitive to flux, so we can reduce our gate modulation frequency to

ωg/2π = 350 kHz without the gate/flux cross-talk interfering with our results. To

maintain a small frequency modulation amplitude relative to ωg, we also reduce qrms

to 5× 10−4e. For this measurement we use a resolution bandwidth B = 10 Hz.

We find a minimum charge sensitivity of 14 µe/
√

Hz at (ng,Φext) = (0.625, 0.0)

using an input power Pin = −138 dBm ≈ 16 aW. Under these conditions our pre-
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Figure 7.12: (a) Measured and theoretical charge sensitivities, obtained
using Eqs. (7.5) and (7.7) respectively, as a function of gate and flux.
Data is omitted where the sidebands could not be resolved from the
noise floor. (b) Sample-referred spectrum analyzer trace of the optimal
charge sensitivity measurement, corresponding to δq = 14 µe/

√
Hz.

The carrier frequency is ω0/2π = 5.806 GHz, the gate modulation fre-
quency is ωg/2π = 350 kHz, the span of each segment is 1 kHz, and the
resolution bandwidth is B = 10 Hz. The noise floor near the carrier is
due to 1/f charge noise [4, 81].

dicted theoretical and quantum-limited sensitivities are 5 µe/
√

Hz and 3 µe/
√

Hz,

respectively. The spectrum analyzer trace of this optimal measurement is shown in

Fig. 7.12(b). At this bias point the resonant frequency is ω0/2π = 5.806 GHz, the ex-

ternal damping is κext/2π = 1.24 MHz, and the total damping is κtot/2π = 1.62 MHz,

such that the number of intracavity photons is n = 4κextPin/~ω0κ
2
tot ≈ 1.

Section 7.4

Discussion

This is the first ultrasensitive electrometer reported to operate at the single-photon

level. Furthermore, its sensitivity is rivaled only by gate-based sensors [46], rf-SETs
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[40], and carbon nanotube-based rf-SETs [135]. In Table 7.1 we compare the perfor-

mance of the cCPT to a representative set of fast (detection bandwidth & 1 MHz)

and ultrasensitive (δq < 10−3e/
√

Hz) electrometers. Clearly, the cCPT is unpar-

alleled in its ability to operate at low powers and photon numbers. As discussed

earlier, this makes it ideal for mediating an optomechanical interaction that reaches

the single-photon strong coupling regime [3].

As we mentioned earlier, the factor of 3 discrepancy between theory and experi-

ment is primarily attributable to frequency fluctuations and the inherent nonlinearity

of the cCPT. Using our results from Section 7.1.3, we estimate that frequency fluctua-

tions accounts for a factor of about
√

1.6 discrepancy between theory and experiment

for the optimal measurement. Using our results from Section 7.3.2, we estimate that

the nonlinearity of the cCPT accounts for a factor of about
√

3.6 discrepancy. Thus,

the two combined account for a factor of about 2.4. We believe the remaining ∼ 20%

of the discrepancy is primarily due to the insertion loss of circulators and intercon-

nects between the sample and TWPA (as well as between the TWPA and HEMT to

a lesser degree), which would decrease our SNR relative to theory.

There remains significant room for improving the sensitivity of the cCPT, with

two distinct approaches for doing so. The most promising approach is to reduce quasi-

particle poisoning (QP) [71], which prevents us from operating at gate biases above

|ng| ≈ 0.65 [4]. If we were able to operate the present device at (ng,Φext) = (0.9,Φ0/2)

we would expect to attain a charge sensitivity of δq ≈ 0.4 µe/
√

Hz, assuming the same

factor of 3 discrepancy with theory as we observe experimentally. The present device

was designed with a 9 nm thick CPT island [4] to suppress QP [69], but other fabrica-

tion techniques could be employed to reduce it further. These include oxygen-doping

the CPT island [71] and embedding quasiparticle traps near the CPT [136].

The other approach is to mitigate the discrepancy between our measured sensitiv-

ities and the quantum limit of sensitivity for the cCPT. One such improvement would

be to use a truly quantum-limited amplifier, which would improve our sensitivities

by a factor of
√
Snoise/~ω ≈

√
2.4. Another such improvement would be to stabilize

the resonant frequency using a Pound-locking loop [139], thereby reducing the scale

of frequency fluctuations induced by 1/f noise, which we expect would substantially

improve the sensitivity of the cCPT.

Finally, it may be possible to improve the sensitivity of the cCPT by employing

more sophisticated charge detection schemes. For example, the cCPT can be driven

to its bifurcation point, set by the Kerr nonlinearity, where the slope of the cavity

157



7.4 Discussion

Electrometer δq (µe/
√

Hz) Pin (aW) # photons

cCPT* 14 16 1
Best gate sensor[46]* 0.25 100 190

Best rf-SET[40] 0.9 6× 106 2× 105

Andresen et al.[135] 2.3 3× 108 2× 106

L-SET[44]* 30 1× 104 70
Naaman et al.[22]* 52 2× 103 150

Bell et al.[137]* 70 3× 107 2× 105

rf-QPC[138] 200 1× 109 7× 107

Table 7.1: Comparison of the cCPT with a representative set of fast
and ultrasensitive electrometers. Asterisks indicate dispersive electrom-
eters.

response with respect to detuning diverges. At this point the charge modulation would

induce a stronger modulation of the reflected signal and thus improved sensitivity

[140, 141]. It is difficult to operate at this point, however, since frequency fluctuations

blur the sharp cavity response. We analyze this nonlinear charge detection scheme

in depth in Appendix A and conclude that it is only practical if the relative size of

frequency fluctuations (σω0/κtot) can be reduced. This may be possible in our sample

by using Pound-locking, as mentioned above, or in a new sample by increasing κext.

Another possible method to enhance the charge sensitivity of the cCPT is to

incorporate parametric pumping of the flux at 2ω0. If biased near the threshold of

parametric oscillation, small changes in the gate charge would yield huge changes

in the oscillation amplitude. Such a scheme has previously been used to achieve

single-shot readout of a superconducting qubit [10].
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Chapter 8

Summary and Outlook

In this thesis we presented the results of two projects involving the cavity embed-

ded Cooper pair transistor (cCPT). The first project consisted of a detailed character-

ization of the cCPT, which had both theoretical [5] and experimental [4] components.

On the theoretical side, we developed a model for how frequency fluctuations compa-

rable to the cavity linewidth may arise in tunable and nonlinear microwave cavities

(due to classical fluctuations in the tuning parameters and quantum fluctuations in

the intracavity field, respectively), and how these frequency fluctuations affect the

measurement of scattering matrix elements (such as the reflection and transmission

coefficients). Since the measurement of scattering matrix elements is a standard

method for extracting the damping rates of microwave cavities [7, 8], one must use

this model that accounts for the effect of frequency fluctuations to accurately deter-

mine the damping rates of these cavities. On the experimental side, we used this

theoretical model to characterize the cCPT. We observed key signatures of frequency

fluctuations predicted by our model, and described in detail the experimental tech-

niques used to measure and corroborate the effects of frequency fluctuations. We

expect this work to be broadly relevant to the community working on tunable and

nonlinear microwave cavities, which have become ubiquitous in the field of circuit

quantum electrodynamics. By using our theoretical model for the effect of frequency

fluctuations on measurements of scattering matrix elements, we expect that these

devices can be characterized more accurately moving forward.

The second project was a careful benchmarking of the cCPT’s performance as a

dispersive electrometer. We demonstrated ultrasensitive dispersive charge detection

with the cCPT: using 16 attowatts of power, corresponding to the single-photon level

of the cavity, we measured a minimum charge sensitivity of 14 µe/
√

Hz. This is
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the first ultrasensitive electrometer reported to operate at the single-photon level

and its sensitivity is comparable to rf-SETs [20], which typically require picowatts of

power. Relative to theory, we found that the cCPT operates within a factor of 5 of its

quantum-limited sensitivity. The sensitivity of the cCPT is rivaled only by gate-based

sensors [46], rf-SETs [40], and carbon nanotube-based rf-SETs [135]. As for its ability

to operate at low powers and photon numbers, it is unrivaled. Our demonstration

of ultrasensitive charge detection at the single-photon level thus advances the state

of the art of electrometry. As we discussed in Chapter 7, this low-power operation

enables the cCPT to be integrated with near quantum-limited amplifiers and could

help facilitate the multiplexed readout of quantum-dot-based qubits. Furthermore,

our results support the feasibility of using the cCPT to mediate an optomechanical

interaction that reaches the single-photon strong coupling regime [3].

Looking forward, there are many opportunities for new projects stemming from

this work. For example, there are multiple ways we might improve upon the charge

sensitivity of the cCPT. First, we might exploit the nonlinearity of the cCPT to

enhance the charge sensitivity. One way of doing so would be to drive the cCPT to its

bifurcation point, set by the Kerr nonlinearity, where the slope of the cavity response

with respect to detuning diverges. At this point the charge modulation would induce

a stronger modulation of the reflected signal and thus improved sensitivity [140, 141].

It is difficult to operate at this point, however, since frequency fluctuations blur

the sharp cavity response. We analyze this nonlinear charge detection scheme in

depth in Appendix A and conclude that it is only practical if the relative size of

frequency fluctuations (σω0/κtot) can be reduced. This may be possible in our sample

by using Pound-locking to stabilize the resonant frequency against 1/f noise, as our

labmate Sisira is currently working on implementing, or in a new sample by increasing

κext. Another possible method to enhance the charge sensitivity of the cCPT is to

incorporate parametric pumping of the flux at 2ω0. If biased near the threshold of

parametric oscillation, small changes in the gate charge would yield huge changes in

the oscillation amplitude. Such a scheme has previously been used to achieve single-

shot readout of a superconducting qubit [10]. A possible pitfall of this approach is

that we’d have to bias the cCPT to a point where the resonant frequency is sensitive

to flux, such that it would also be susceptible to 1/f flux noise. However, it may also

be possible to simply pump the gate charge at 2ω0 rather than the flux.

Another interesting project is to study parametric resonance in the cCPT at a

point where the Kerr nonlinearity vanishes. Since the Kerr nonlinearity is generally
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understood to be the primary factor limiting the steady-state amplitude of parametric

oscillation [142, 143], this would mean exploring a new regime of parametric resonance

and the dynamical Casimir effect [13, 14, 15]. This ability to tune the nonlinearity

to zero while parametrically pumping the flux line is a novel feature of the cCPT;

for comparable systems that have been used to study parametric resonance [144, 86],

there is a minimum value of the magnitude of the Kerr nonlinearity. We present some

preliminary experimental results on this topic in Appendix B.
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Appendix A

Nonlinear Dispersive Sensing

In this Appendix we show how a cavity’s Kerr nonlinearity can be exploited to

improve detection of a dispersively-coupled signal. Our particular interest is in disper-

sive charge sensing with the cavity-embedded Cooper pair transitor (cCPT) [4, 1, 2],

but our analysis can easily be translated to model other systems as well. We begin

by briefly contextualizing our treatment of dispersive sensing. We then present a

simple analysis in the linear regime, followed by the same analysis in the nonlinear

regime. Our focus is on determining the additional gain one can obtain in the nonlin-

ear regime compared to the linear regime, and the bandwidth of this gain. Finally, we

analyze the effects of both frequency fluctuations and Kerr fluctuations on this gain,

and discuss methods of mitigating these effects in the cCPT. We find that increasing

the coupling between the cavity and the input/output transmission line is a straight-

forward way to reduce the relative scale of frequency fluctuations in the cCPT, which

should allow the Kerr nonlinearity to be exploited for improved charge sensitivity.

Section A.1

Dispersive Sensing

We consider a cavity dispersively coupled to a classical gate charge ng, in units

of numbers of electrons, such that the cavity’s resonant frequency ω0 = ω0(ng). The

cavity is probed by reflection measurements, such that the input and output voltages

are related by the reflection coefficient S11(∆) according to

Vout(t) = S11(∆)Vine
iωt (A.1)
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where ∆ = ω − ω0 is the detuning of the drive from resonance. When driven near

resonance, changes in the gate charge ng lead to changes in ω0, which in turn lead to

changes in the phase and/or amplitude of the reflected signal. In particular, if the

resonant frequency changes according to ω0 → ω0 + Ω(t), then the change in output

voltage is

δVout(t) = −∂S11

∂∆
Ω(t)Vine

iωt, (A.2)

to linear order in the dispersive shift Ω(t). In general, the output voltage will change

in both amplitude and phase. The combined effect of these changes is captured by

the quantity |∂S11/∂∆|, which we call the “dispersive response” and will be using as

a metric for analyzing detection sensitivity.

This treatment is similar to that in Ref. [141], and it is particularly convenient

for analyzing the nonlinear cavity response. However, it glosses over the dynamics

of the intracavity field and is therefore only accurate when the changes in frequency

Ω(t) occur much slower than the total damping rate κtot of the cavity (i.e., there is

an implicit assumption that the cavity can instantaneously respond to changes in its

resonant frequency). Obviously, another important aspect of a sensor is how changes

in the sensed quantity (charge, for example) give rise to a dispersive shift, but this is

not our main interest in these notes. Rather, we are interested in how well the cavity

converts a change in resonant frequency into a change in output voltage, and how

this conversion depends on operating conditions (input power, detuning, etc.).

Section A.2

Linear Regime

The reflection coefficient S11 of a linear two-sided cavity takes the form

S11(∆) =
∆− i(κint − κext)/2

∆− i(κint + κext)/2
(A.3)

as derived in Section 2.3, where ∆ = ω−ω0 is the detuning of the drive from resonance.

This is an accurate model for the reflection coefficient of a λ/4 microwave cavity with

internal loss rate κint, external coupling rate κext to the input/output transmission

line, and total damping rate κtot = κint + κext. In this case the dispersive response

takes the form ∣∣∣∣
∂S11

∂∆

∣∣∣∣ =
κext

∆2 + κ2
tot/4

. (A.4)

163



A.3 Nonlinear Regime

−3 −2 −1 0 1 2 3
∆/κtot

0.00

0.25

0.50

0.75

1.00

κ
2 to

t

4κ
ex

t

∣ ∣ ∣ ∣∂
S

11

∂
∆

∣ ∣ ∣ ∣

Figure A.1: Dispersive response in the linear regime.

This is a Lorentzian whose maximum value of 4κext/κ
2
tot is obtained at ∆ = 0 and

whose linewidth is κtot, as depicted in Figure A.1. This maximum value is what we

will use as a basis of comparison with the nonlinear response regime.

Section A.3

Nonlinear Regime

We first briefly reiterate some of the results of Section 2.5. As we showed, the

reflection coefficient of a cavity with Kerr nonlinearity K is given by

SKerr
11 (∆) =

∆−Kn− i(κint − κext)/2

∆−Kn− i(κint + κext)/2
, (A.5)

which is identical to the linear reflection coefficient (A.3) evaluated at the shifted

detuning ∆−Kn. In this expression n(∆) is the number of intracavity photons as a

function of detuning, obtained by solving the cubic equation

K2n3 − 2∆Kn2 +

[
∆2 +

κ2
tot

4

]
n− κext

Pin

~ω0

= 0, (A.6)

where Pin is the input power of the drive. In general, this cubic equation for the

cavity response has three solutions; if only one solution is real then it is stable and

the unique physical solution, whereas if all three solutions are real then one solution

will be unstable and there will be bistability in the cavity response as a function of
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detuning [60]. The onset of bistability occurs at the critical power and detuning

Pc =

√
3

9

~ω0κ
3
tot

|K|κext

, (A.7)

∆c = sign(K)

√
3κtot

2
. (A.8)

It is worth noting that all of these results are obtained using a semiclassical approach,

which is only appropriate when |K| < κtot. To simulate this nonlinear response it is

convenient to write Eq. (A.6) in non-dimensional form

N3 − 2δN2 +

(
δ2 +

1

4

)
N −

√
3

9
ρin = 0, (A.9)

N = |K|n/κtot, (A.10)

δ = (∆/κtot)sign(K), (A.11)

ρin = Pin/Pc. (A.12)

The simulated curve N(δ) is shown in Figure A.2. At the bifurcation point ρin = 1,

the slope of N(δ) diverges.
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Figure A.2: Number of photons in the Kerr cavity as a function of de-
tuning at different input powers. Solid lines indicate monostable solu-
tions, dashed lines indicate bistable solutions, and dotted lines indicate
unstable solutions.

We now turn to the dispersive response of the Kerr cavity, which can be written

∣∣∣∣
∂SKerr

11

∂∆

∣∣∣∣ =
κext

(∆−Kn)2 + κ2
tot/4

∣∣∣∣1−K
∂n

∂∆

∣∣∣∣ , (A.13)
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Figure A.3: Additional dispersive response gain due to the Kerr non-
linearity.

which is simple to evaluate except for the term ∂n/∂∆. Rather than numerically

differentiating our numerical solution to n(∆), we differentiate Eq. (A.6) with respect

to ∆ and solve for ∂n/∂∆, which takes the form

∂n

∂∆
= − 2n(∆−Kn)

3K2n2 − 4∆Kn+ ∆2 + κ2
tot/4

. (A.14)

We next define the Kerr gain GKerr as the ratio of the nonlinear dispersive response

|∂SKerr
11 /∂∆| to the maximum linear dispersive response 4κext/κ

2
tot. Plugging back

into Eq. (A.13) and rewriting in terms of the nondimensional parameters introduced

above, we find

GKerr =

∣∣∣∣
1

12N2 − 16δN + 4δ2 + 1

∣∣∣∣ . (A.15)

Since this method of dispersive detection (monitoring a continuously-varying resonant

frequency) only makes sense below the bifurcation point, we limit our analysis of this

gain to ρin ≤ 1. Our simulation of GKerr for input powers leading up to the bifurcation

point is shown in Figure A.3. Since this gain is a function of the slope of N(δ), it

diverges as the bifurcation point ρin = 1 is approached.

Another important feature of GKerr is its bandwidth BWKerr, which we take to be

the full width at half maximum (FWHM). We’ve plotted both this bandwidth and the

maximum gain as a function of ρin in Figure A.4. As the bifurcation is approached,

we see that the bandwidth goes to zero while the maximum gain diverges.
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Figure A.4: FWHM and maximum gain of GKerr as a function of ρin.

Section A.4

Frequency and Kerr Fluctuations

We next consider how GKerr is affected by a fluctuating resonant frequency and

Kerr nonlinearity. Essentially, frequency fluctuations prevent us from operating at

a precise value of the detuning (when ω0 → ω0 + dω, δ → δ − dω/κtot), and Kerr

fluctuations prevent us from operating at a precise value of ρin (when K → K + dK,

ρin → ρin(1 + dK/K)). We analyze the effect of these fluctuations on GKerr by posing

the following question: for each value of ρin, if we can stabilize δ to within ±σδ of

the detuning δmax where GKerr is maximized, what is the average gain we can expect?

The result of our simulation addressing this question is presented in Figure A.5.

As expected, the smaller σδ is and the closer to ρin = 1 we can operate, the larger

average gain we can achieve. In particular, to achieve an average gain of GKerr > 10,

we must have ρin & 0.92 and σδ . 0.01. The optimal strategy in the presence of these

fluctuations is to aim for δ = δmax and ρin = 1 − dK/K (so that we always remain

below the bifurcation point). Thus, for a rule of thumb, to achieve appreciable gain

we can tolerate frequency fluctuations less than about 1% of κtot and Kerr fluctuations

less than about 5% of K.
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Figure A.5: Average gain GKerr over the interval δmax±σδ, as a function
of σδ and ρin. The average is taken over uniformly-sampled detunings
in the interval δmax ± σδ, with uniform weighting.

Section A.5

Discussion

With these results in hand, we next discuss the implications for the cCPT. We

first consider our experimental realization of the device [4, 1]. The sources of fre-

quency fluctuations in this device are 1/f charge noise, 1/f flux noise, and quantum

fluctuations of the intracavity field coupling to the resonant frequency via the Kerr

nonlinearity [5], whereas the sources of Kerr fluctuations are primarily the 1/f charge

and flux noise. We quantify these fluctuations by their associated variances σ2
ω0

and

σ2
K , which generally depend on the time-scale over which the quantities are sampled

(over longer periods of time, these quantities will be sensitive to fluctuations occurring

at lower frequencies, leading to larger variances). These variances can be expressed

as

σ2
ω0

=

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
2

σ2
ng

+

∣∣∣∣
∂ω0

∂Φext

∣∣∣∣
2

σ2
Φext

+
K2

4
, (A.16)

σ2
K =

∣∣∣∣
∂K

∂ng

∣∣∣∣
2

σ2
ng

+

∣∣∣∣
∂K

∂Φext

∣∣∣∣
2

σ2
Φext

, (A.17)

where σ2
ng

and σ2
Φext

are the variances of the 1/f charge and flux noise, respectively.

At the point of optimal charge sensitivity (ng,Φext) ≈ (0.63, 0.0) where K/2π ≈
−0.7 MHz and κtot/2π ≈ 1.6 MHz, the standard deviations of frequency and Kerr
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fluctuations are

σω0 ≈ 2π × 0.7 MHz ≈ κtot/2, (A.18)

σK ≈ 2π × 6 kHz ≈ |K|/100, (A.19)

assuming a sampling time-scale on the order of seconds. These Kerr fluctuations

are tolerable, but the frequency fluctuations are far too large to achieve appreciable

gain. The only way to reduce the scale of frequency fluctuations in the present device

is to implement a feedback loop, such as Pound-locking. Feedback of some kind is

likely to be necessary in any realistic implementation of the cCPT as an electrometer

anyway, to deal with slow drift of the gate charge as well as sudden jumps that occur

infrequently (every 8-12 hours, typically). Even if such a feedback loop could stabilize

the resonant frequency against most of the 1/f charge noise it is unlikely to stabilize

it against quantum fluctuations, which are not sharply peaked at low frequencies.

Thus, although stabilizing against 1/f noise would be beneficial in numerous ways,

it is unlikely to provide sufficient stability to achieve appreciable gain via the cavity’s

nonlinear response.

However, for a new realization of the device the relative size of these frequency

fluctuations can be reduced considerably by simply increasing κext (by increasing the

size of the interdigitated capacitor coupling the cavity to the input/output transmis-

sion line). Since this change would have other consequences, it’s useful to return to

the theoretical equation for the charge sensitivity of the cCPT in the linear response

regime [1, 2]

δq =
κtot

4

√
Snoise

Pin

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
−1

e, (A.20)

where we’ve assumed that κint is negligible and that the gate signal of interest is slow

compared to κtot ≈ κext. Plugging in the critical power (A.7), this expression reduces

to

δq =
1

4

√
3
√

3|K|Snoise

~ω0

∣∣∣∣
∂ω0

∂ng

∣∣∣∣
−1

e. (A.21)

We therefore see that increasing κtot has no effect on the sensitivity, since it also

allows us to use higher input powers due to the smaller ratio of |K|/κtot. If one needs

to operate at the single-photon level, however, this is no longer the case as δq will

scale as
√
κtot. Including the nonlinear gain, the charge sensitivity further improves

by a factor of 1/GKerr. Thus, increasing κtot to somewhere between 10 and 50 MHz
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is a straightforward way of improving the device: the relative scale of frequency

fluctuations will decrease, the nonlinear gain will improve the charge sensitivity, and

the detection bandwidth will increase. That being said, this may make operating the

device more difficult in other ways; for instance, the tunability range of ω0 would no

longer be much greater than the linewidth, which could make it harder to pinpoint

the bias point of the cCPT.

This analysis changes somewhat if we consider a device without quasiparticle

poisoning (QP), which prevents us from operating above |ng| > 0.65 in the present

device [4]. If we were able to operate up to ng = 0.9, for example, then the most

sensitive point would be at (ng,Φext) ≈ (0.9,Φ0/2), where K/2π ≈ 6 MHz, σK/2π ≈
0.8 MHz, and σω0/2π ≈ 10 MHz. In this case the Kerr fluctuations would limit

our nonlinear gain to GKerr . 3 on average, and that’s only if σω0/κtot . 0.05;

this would require increasing the total damping rate to κtot/2π ≈ 200 MHz, which

would in turn lead to significant additional charge noise (see below). However, in the

absence of QP the charge sensitivity would improve by about an order of magnitude,

due to |∂ω0/∂ng| increasing by a factor of 35 and |K| increasing by a factor of 10.

Thus, eliminating QP is another straightforward way to significantly improve upon

the present device. Given this improvement, it may also be possible to achieve a

nonlinear gain of order unity, but only by significantly increasing κtot.

We conclude by discussing one detrimental consequence of increasing the external

damping rate. When the dynamics of the cCPT are derived from first-principles

[2], we find that there is a direct coupling between the gate and the field in the

input/output transmission line, which takes the form

nin
g (t) =

CgCc
2CJ

Vin(t)

e
, (A.22)

where we’ve assumed symmetric junctions and Cg � CJ . This term can be found

in Ref. [2] below Eq. (28) and in Eq. (34), although here we use slightly different

notation. Assuming we operate the present device at its optimal point using an

input power corresponding to the bifurcation point, and also account for the input

power due to vacuum noise in the transmission line (power spectral density of ~ω/2)

integrated over the cavity bandwidth, the rms amplitude of this gate drive is

√〈
(nin

g )2
〉
≈ 3.3× 10−5, (A.23)
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which is much smaller than σng ≈ 6 × 10−3 and is therefore negligible. However,

since κext ∝ C2
c and Pc ∝ κ2

tot, this rms amplitude scales as κ
3/2
tot . Thus, κtot can

only be increased by a factor of about 30 before this effect becomes important. This

corresponds to a maximum value of κmax/2π ≈ 50 MHz and
√

2 times more charge

noise than the present device.
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Appendix B

Parametric Resonance

Section B.1

Theory

Due to its tunability, we can operate the cCPT as a parametric oscillator. In this

mode of operation, we drive the flux at ωp = 2(ω0 + ∆) for small detuning ∆ such

that

Φext(t) = Φext + δΦ cos(ωpt). (B.1)

The RWA Hamiltonian in this case takes the form

H = ~ω0a
†a+

1

2
~Ka†2a2 +

~
4

∂ω0

∂Φext

δΦ
(
a2eiωpt + a†2e−iωpt

)
(B.2)

giving rise to the quantum Langevin equation

ȧ =
[
−i(ω0 +Ka†a)− κtot

2

]
a− i

2

∂ω0

∂Φext

δΦe−iωpta†+
√
κextain(t) +

√
κintbin(t). (B.3)

We now take the expectation value of this equation, assuming no external drives such

that 〈ain〉 = 〈bin〉 = 0, and make the ansatz 〈a(t)〉 = αe−i(ω0+∆)t such that the above

equation simplifies to

[
−i(∆−K|α|2)− κtot

2

]
α = − i

2

∂ω0

∂Φext

δΦα∗. (B.4)

172



B.1 Theory

Multiplying both sides by their complex conjugates, we find

[
(∆−Kn)2 +

κ2
tot

4
− ε2

]
n = 0 (B.5)

where we’ve introduced the average intra-cavity photon number n = |α|2 and defined

the pump strength

ε =
1

2

∂ω0

∂Φext

δΦ. (B.6)

At this point our analysis basically coincides with that of Ref. [143]. A non-zero

cavity response becomes possible above the threshold ε > κtot/2, in which case we

can solve for the number of intra-cavity photons

n =
1

K

(
∆±

√
ε2 − κ2

tot

4

)
. (B.7)

The region in the ε/∆ plane for which n > 0 defines the parametric oscillation domain.

As with other treatments, we include the pump-induced detuning after the fact. This

arises due to the expansion to second order in the pump strength, which oscillates

rapidly and averages out to a static shift of the resonant frequency for a given pump

strength. The term in the Hamiltonian takes the form

H(2)
pump =

~
2

∂2ω0

∂Φ2
ext

δΦ2 cos2(ωpt) (B.8)

which, when averaged over a full period, gives rise to the resonant frequency shift

∆pump =
1

4

∂2ω0

∂Φ2
ext

δΦ2 (B.9)

that is proportional to both ε2 and K (since the second derivative of ω0 with respect

to the external flux is proportional to K).

Introducing the dimensionless parameter β defined by ∆pump = 2βε2/κtot, the

solution for the number of intracavity photons now takes the form

n =
1

K

(
∆− 2β

κtot

ε2 ±
√
ε2 − κ2

tot

4

)
. (B.10)

We can now solve for the edges of the parametric resonance domain by setting n = 0
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and solving for ε, which results in

ε± =
κtot

2
√

2β

√√√√1− 4β
∆

κtot

±
√

1− 4β

(
β + 2

∆

κtot

)
. (B.11)

This is equivalent to Ref. [86], where the damping rate Γ they use is related to ours

by Γ = κtot/2.

Section B.2

Kerr-free Stabilization
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Figure B.1: Parametric resonance region near Φext = Φ0/4 where the
Kerr nonlinearity becomes negligibly small. n+ is the number of intra-
cavity photons when the detuning is swept forward.

The above analysis indicates that the number of intra-cavity photons is limited

by the Kerr nonlinearity. Interestingly, in our case the Kerr nonlinearity vanishes

near (ng,Φext) = (0.0,Φ0/4), at which point ∂ω0/∂Φext is maximized such that we
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can achieve parametric oscillation. When we perform this measurement, however, we

do not see as drastic increase in the output power as we might expect (see Figure

B.1). We do, however, see other signs of the Kerr nonlinearity becoming negligibly

small, such as the parametric resonance region becoming symmetric in ∆ (due to

negligibly small pump-induced detuning), the parametric response becoming non-

hysteretic (see Figure B.2), and the Kerr shift becoming negligibly small (see Figure

B.3). This indicates the Kerr nonlinearity is not the bottleneck limiting the number

of intracavity photons.

One mechanism that may account for the stabilization of the number of intracav-

ity photons is nonlinear damping, the significance of which has been appreciated in

related systems [60, 17] but not in parametric oscillators (to my knowledge). That is,

the internal damping rate may be increasing with the number of photons in the cavity

(we don’t expect the external damping rate to vary appreciably with power) at such

a rate as to balance the exponential growth of the cavity field due to the parametric

pump. However, we can measure the internal damping rate over a wide range of

input powers at the bias point where the Kerr nonlinearity vanishes, and the internal

damping rate never gets much larger than its single-photon-level value (see Figure

B.4). Thus, we don’t believe nonlinear damping can account for the stabilization of

the intracavity field at this point. At this point we believe the stabilization is due to

fluctuations in the Kerr nonlinearity due to 1/f flux noise, but more work needs to

be done on the theoretical front here.

It is worth noting that the Kerr nonlinearity has recently been pointed out as a key

factor limiting the performance of parametric amplifiers and other pumped processes

(see the introduction of [42] for a brief summary and many good references). We

expect there’s a good tie-in here.
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Figure B.2: Hysteresis in the parametric response near Φext = Φ0/4
where the Kerr nonlinearity becomes negligibly small. n+ is the number
of photons in the cavity when the detuning is swept forward, n− is
the number of photons when the detuning is swept backwards. The
hysteresis disappears when the Kerr nonlinearity vanishes.
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Figure B.3: Kerr shift measurement with negligible Kerr nonlinearity,
at (ng,Φext) = (0.0,Φ0/4). From the best fit slope, we extract a Kerr
nonlinearity of K/2π ≈ 3 kHz, but clearly this data is not linear. We
attribute the fluctuations in ω0 to 1/f flux noise, which causes small
stochastic jumps between consecutive measurements.
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Figure B.4: Internal damping rate κint as a function of Pin, at
(ng,Φext) = (0.0,Φ0/4) where K ≈ 0. Over a very wide range of input
powers, κint does not get much larger than its single-photon-level value.
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Appendix C

Miscellaneous Measurements

When operated at powers even modestly above the single-photon level, the cCPT

response becomes nonlinear due to the Kerr nonlinearity K. The number of intra-

cavity photons as a function of detuning must then be found by solving the cubic

equation

K2n3 − 2∆Kn2 +

[
∆2 +

κ2
tot

4

]
n− κext

Pin

~ω0

= 0 (C.1)

to find n as a function of detuning ∆, which then allows us to find the reflection

coefficient

S11 =
∆−Kn− i(κint − κext)/2

∆−Kn− i(κint + κext)/2
(C.2)

as shown in Appendix C of the characterization paper.

Section C.1

Deformed Nonlinear Reflection Coefficient

This treatment, however, doesn’t account for frequency fluctuations, which give

rise to the highly deformed trajectory seen in Figure C.1. As you can see, the reflec-

tion coefficient varies rapidly over the very narrow window of the bistability region,

which has branches on both sides of the resonance circle. Even though we are well

into the bistable regime, the bistability region is smaller than the scale of frequency

fluctuations (almost solely due to quantum fluctuations here, since the resonant fre-

quency is not very sensitive to gate or flux at this point). As such, when we measure

S11 we sample from both branches, which causes a significant contraction of the mea-

sured trajectory. The nonlinear rate of traversal of the ideal resonance circle also
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Figure C.1: Nonlinear response of the cCPT. The black circles are
measured data and the lines are the theoretical response not taking
frequency fluctuations into account. The solid blue line is the unique
solution in the monostable regime, the dotted green lines are the two
solutions in the bistable regime, and the dashed red line is the unstable
solution in the bistable regime. The cCPT was biased to (ng,Φext) =
(−0.04, 0.53) where ω0/2π = 5.730 GHz, κint/2π = 0.14 MHz, κext =
1.10 MHz, and K/2π = 0.51 MHz. The input power at the plane of
the sample was −132.9 dBm or 51.9 aW, corresponding to about 6.2
intracavity photons at resonance.

leads to significant asymmetry (some asymmetry due to the chi-square distributed

fluctuations as well). Furthermore, key signatures of this bistability such as sharp

jump phenomena from the lower to the upper branch (or vice versa depending on the

direction in which the frequency probe is swept) and hysteresis are washed out.

Section C.2

Hysteresis in the cCPT

However, when we increase the power substantially we can still observe jump

phenomena and hysteresis, as can be seen in Figure C.2.

Section C.3

Josephson Parametric Amplification

Due to its strong Kerr nonlinearity, we can operate the cCPT as a Josephson para-

metric amplifier (JPA). In this mode of operation, the cCPT is driven by a pump tone

at the power and frequency (ωp) corresponding to the bifurcation point (see Appendix

C of characterization paper) and a signal tone is put in at a nearby frequency ωs. As
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Figure C.2: Hysteresis due to the Kerr nonlinearity. We measured S11

by sweeping the drive frequency forward, then in reverse. When the
edge of the bistable region is reached we observe sharp jump phenom-
ena. This measurement was done in the small fridge with the SLUG,
and we don’t have sufficient data to remove the background reflection
coefficient or refer powers to the plane of the sample. We also just
picked a random point in parameter space. We used −20 dBm at room
temperature, which is about equivalent to −30 dBm in the big fridge
due to different attenuations, if we are remembering correctly. As an
order of magnitude estimate, there are probably hundreds of photons
in the cavity here.

a result of the pump and signal tones being mixed by the nonlinearity, the signal is

parametrically amplified and an image (or idler) tone is generated at ωi = 2ωp − ωs
[60, 17, 145]. We have observed precisely this effect in the cCPT, and have achieved
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Figure C.3: Operating the cCPT as a JPA. We obtain a signal gain of
about 7 dB.
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a signal gain of about 7dB. This is merely a proof-of-principle measurement and is

nowhere near optimized. Obviously, targeting the bifurcation point precisely requires

accurate characterization of the cCPT damping rates and calibration of the input

power at the plane of the sample. Note that powers here are not referred to the

plane of the sample. The span of each spectrum analyzer segment is 1 kHz and the

resolution bandwidth is 1 Hz.
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Appendix D

Open cCPT Hamiltonian

In this chapter we present a rigorous derivation of the open system Hamiltonian of

our cCPT coupled to a semi-infinite transmission line from first principles. We take

a slightly different approach than Ref. [2], which is more detailed than our analysis.

For instance, in Ref. [2] the gate voltage is treated as time-dependent from the start,

which yields an additional noise term missing from the derivation presented in this

chapter. As discussed in Appendix A, this noise term would become significant if we

fabricated a sample with a larger coupling capacitance. In the following derivation

we generally follow the quantization method described in Ref. [53].

Section D.1

Equations of Motion

To derive the equations of motion governing the dynamics of the cCPT coupled to

a semi-infinite transmission line, we use the schematic representation of our system

depicted in Fig. D.1. We begin by considering the cavity, for which Kirchhoff’s laws

yield the telegrapher equations

∂V (x, t)

∂x
= −L∂I(x, t)

∂t
∂I(x, t)

∂x
= −C ∂V (x, t)

∂t

(D.1)
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Figure D.1: Schematic of the open-system cCPT, consisting of a Cooper
pair transistor connected between the voltage antinode and ground
plane of a superconducting λ/4 cavity. The system is capacitively cou-
pled to a semi-infinite transmission line extending from −∞ to 0 along
the x axis. A gate voltage Vg(t) is applied to the island between the JJs
via the capacitance Cg. An external flux Φext(t) is threaded through
the superconducting loop formed by the series combination of the cav-
ity and the CPT. The JJs are assumed to be identical, each having
capacitance CJ and critical current Ic. The cavity is characterized by
its inductance per unit length L, its capacitance per unit length C, and
its length `.

in the bulk of the cavity (0 < x < `). We again introduce a flux variable

φ(x, t) =

t∫

−∞

V (x, t′)dt′ (D.2)

and, assuming all voltages and currents vanish as t→ −∞, these differential equations

can be written concisely as

∂2φ(x, t)

∂t2
= v2∂

2φ(x, t)

∂x2
; 0 < x < ` (D.3)
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which is a wave equation for φ(x, t) with phase velocity v = 1/
√
LC. The cavity is

shorted at x = ` so we can impose the boundary condition V (`, t) = 0 (or equivalently

φ(`, t) = 0), but the boundary condition at x = 0 dictates the coupling to the CPT

and cannot be strictly imposed, as we will see. Similarly, Kirchhoff’s laws in the

semi-infinite transmission line yield the telegrapher equations

∂VT(x, t)

∂x
= −LT

∂IT(x, t)

∂t
∂IT(x, t)

∂x
= −Cext

∂VT(x, t)

∂t

(D.4)

in the bulk of the line (x < 0). Defining an analogous flux variable φT(x, t) in this

transmission line, these equations can be written concisely as

∂2φT(x, t)

∂t2
= v2

T

∂2φT(x, t)

∂x2
; x < 0 (D.5)

where vT = 1/
√LTCT.

As for the rest of the circuit, Kirchhoff’s voltage law yields the equations

V1 −
Q1

CJ
= 0 (D.6)

V2 −
Q2

CJ
= 0 (D.7)

Vg(t)−
Qg

Cg
− Q2

CJ
= 0 (D.8)

Q1

CJ
+
Q2

CJ
+

`∫

0

∂V (x, t)

∂x
dx− Φ̇ext(t) = 0 (D.9)

VT(0, t)− Qc

Cc
− Q1

CJ
− Q2

CJ
= 0 (D.10)

and Kirchhoff’s current law yields the equations

Q̇1 + I1 + Q̇g − Q̇2 − I2 = 0 (D.11)

Q̇c − I(0, t)− Q̇1 − I1 = 0 (D.12)

IT(0, t)− Q̇c = 0 (D.13)

from which we see that the boundary conditions of both the cavity and transmission

line at x = 0 couple into the dynamics of the JJs. It is convenient at this point to
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express the voltages and currents at the boundary x = 0 of the cavity in terms of the

flux field. The voltages at the boundary take the form

`∫

0

∂V (x, t)

∂x
dx = −V (0, t) = −φ̇(0, t) (D.14)

VT(0, t) = φ̇(0, t) (D.15)

where we’ve used the boundary condition V (`, t) = 0, and the currents at the bound-

ary can be written

I(0, t) = − 1

Lφ
′(0, t) (D.16)

IT(0, t) = − 1

LT

φ′T(0, t) (D.17)

using the telegrapher equations.

We now impose the Josephson relations on the currents through and voltages

across each JJ

Ii = Ic sin(ϕi)

Vi =
Φ0

2π

∂ϕi
∂t

(D.18)

where ϕi is the gauge invariant phase across the i’th JJ and Φ0 = h/2e is the magnetic

flux quantum. Plugging back in to Eqs. (D.6)-(D.8), we can express the charge

variables in terms of the phases across the JJs according to

Q1 = CJ
Φ0

2π
ϕ̇1 (D.19)

Q2 = CJ
Φ0

2π
ϕ̇2 (D.20)

Qg = CgVg(t)− Cg
Φ0

2π
ϕ̇2. (D.21)

Plugging these expressions into Eq. (D.9), we find

∂

∂t

[
Φ0

2π
(ϕ1 + ϕ2)− φ(0, t)− Φext(t)

]
= 0 (D.22)

which we recognize as the condition that the flux around a closed superconducting

loop is constant. Integrating this equation, and absorbing the constant of integration
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(an integer multiple of Φ0) into Φext as a DC offset, we find

Φ0

2π
(ϕ1 + ϕ2) = φ(0, t) + Φext(t). (D.23)

Plugging this result into Eq. (D.10), we can solve for the charge on the coupling

capacitor

Qc = Cc

(
φ̇T(0, t)− φ̇(0, t)− Φ̇ext(t)

)
(D.24)

in terms of which Eq. (D.13) takes the form

Cc

(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext(t)

)
+

1

LT

φ′T(0, t) = 0. (D.25)

We now plug all these results into Eqs. (D.11) and (D.12), and add the latter to

the former, to find

(CJ + Cg)
Φ0

2π
ϕ̈2 + Ic sin(ϕ2)− CgV̇g − Cc

(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext

)
− 1

Lφ
′(0, t) = 0

(D.26)

CJ
Φ0

2π
ϕ̈1 + Ic sin(ϕ1)− Cc

(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext

)
− 1

Lφ
′(0, t) = 0.

(D.27)

Introducing the average and relative phase coordinates

ϕ̄ =
ϕ1 + ϕ2

2

δϕ =
ϕ1 − ϕ2

2

(D.28)

we can express Eqs. (D.26) and (D.27) as

−CJ
Φ0

2π
δ̈ϕ+ Ic sin(ϕ̄− δϕ)− Cc

(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext

)
− 1

Lφ
′(0, t)− CgV̇g = 0

(D.29)

CJ
Φ0

2π
δ̈ϕ+ Ic sin(ϕ̄+ δϕ)− Cc

(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext

)
− 1

Lφ
′(0, t) = 0 (D.30)

where we’ve used the relationship

ϕ̄ =
π

Φ0

[φ(0, t) + Φext(t)] (D.31)
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from Eq. (D.23) and the fact that Cg � CJ � Cc to drop sub-leading-order terms.

Taking the sum of and difference between Eqs. (D.26) and (D.27), and dividing both

by 2, we find

Ic sin(ϕ̄) cos(δϕ)− Cc
(
φ̈T(0, t)− φ̈(0, t)− Φ̈ext

)
− 1

Lφ
′(0, t)− 1

2
CgV̇g = 0 (D.32)

CJ
Φ0

2π
δ̈ϕ+ Ic cos(ϕ̄) sin(δϕ) +

1

2
CgV̇g = 0 (D.33)

which are our final expressions for these equations. To summarize, the equations

of motion governing the dynamics of the open-system cCPT are Eqs. (D.3), (D.5),

(D.25), (D.32), and (D.33). To be clear, ϕ̄ is not an independent variable; it is a

function of the cavity flux coordinate at x = 0, as given by Eq. (D.31).

Section D.2

Lagrangian

These equations of motion can be derived from the Lagrangian density

L = (Θ(x) + Θ(`− x)− 1)

[
C
2
φ̇(x, t)2 − 1

2Lφ
′(x, t)2

]

+ (1−Θ(x))

[
CT

2
φ̇T(x, t)2 − 1

2LT

φ′T(x, t)2

]

+ δ(x)

[
CJ

(
Φ0

2π

)2

˙δϕ
2

+
Φ0

2π
CgVg ˙δϕ+

Cc
2

(
Φ̇ext + φ̇(x, t)− φ̇T(x, t)

)2

−CgVg
2

φ̇(x, t) + 2EJ cos

(
π

Φ0

φ(x, t) +
π

Φ0

Φext

)
cos(δϕ)

]

(D.34)

where Θ(x) is the Heaviside step function. Next we will integrate this density to

find the full Lagrangian and perform a Legendre transformation to arrive at the

Hamiltonion of our system, but first it is useful to express the cavity and transmission

line fields in terms of their normal mode coordinates.
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Cavity Modes. The general solution of the cavity flux field φ(x, t), given the bound-

ary condition φ(`, t) = 0, can be written

φ(x, t) =
∞∑

n=1

[
Φ+
n (t) cos

(
k+
n x
)

+ Φ−n (t) sin
(
k−n x

)]
(D.35)

where

k+
n =

(2n− 1)π

2`

k−n =
nπ

`

n = 1, 2, 3, ...

(D.36)

and the pluses/minuses indicate even/odd solutions. As we can see from Eq. (D.34),

however, only the even modes will couple into the dynamics of the CPT. Furthermore,

as we will later show when we consider the open system dynamics, these are also the

only modes that will couple into the external transmission line, so these odd modes

cannot be driven. Thus, we make an approximate normal mode expansion

φ(x, t) ≈
∞∑

n=1

Φn(t) cos(knx) (D.37)

in terms of the even modes alone, where

kn =
(2n− 1)π

2`
; n = 1, 2, 3, ... (D.38)

which is the normal mode expansion for the bare λ/4 cavity. Note that if we don’t

make this approximation here, then when we integrate over the Lagrangian density

we will obtain cross terms between the modes since the sines and cosines above are

not orthogonal.

Using these mode coordinates, the term in the Lagrangian associated with the
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bare cavity can be expressed

LCavity =

∞∫

−∞

dx (Θ(x) + Θ(`− x)− 1)

[
C
2
φ̇(x, t)2 − 1

2Lφ
′(x, t)2

]

=

`∫

0

dx

∞∑

n,m=1

[C
2

Φ̇nΦ̇m cos(knx) cos(kmx)− knkm
2L ΦnΦm sin(knx) sin(kmx)

]

=
∞∑

n=1

[C`
4

Φ̇2
n −

k2
n`

4LΦ2
n

]

(D.39)

where we’ve used the fact that

`∫

0

cos(knx) cos(kmx)dx =

`∫

0

sin(knx) sin(kmx)dx =
`

2
δnm. (D.40)

Finally, we introduce the effective inductances and capacitances

Ln =
2L
k2
n`

=
8`L

π2(2n− 1)2
(D.41)

Cn =
`C
2

(D.42)

in terms of which the cavity Lagrangian can be expressed

LCavity =
∞∑

n=1

(
Cn
2

Φ̇2
n −

1

2Ln
Φ2
n

)
. (D.43)

Transmission Line Modes. As was the case for the cavity, only those modes in

the transmission line that have flux antinodes at x = 0 will couple into our system.

Thus, our general solution for the field in the transmission line can be approximated

as

φT(x, t) ≈
∞∫

0

dω cos

(
ωx

vT

)
ΦT(ω, t) (D.44)

which is the continuous version of the mode decomposition used for the cavity. Note

that the mode coordinates ΦT(ω, t) have units of flux per unit bandwidth. Using these

mode coordinates, the term in the Lagrangian corresponding to the bare transmission
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line can be expressed

LBath =

∞∫

−∞

dx (1−Θ(x))

[
CT

2
φ̇T(x, t)2 − 1

2LT

φ′T(x, t)2

]

=

0∫

−∞

dx

∞∫

0

dω

∞∫

0

dω′
[
CT

2
Φ̇T(ω)Φ̇T(ω′) cos

(
ωx

vT

)
cos

(
ω′x

vT

)

− ωω′

2LTv2
T

ΦT(ω)ΦT(ω′) sin

(
ωx

vT

)
sin

(
ω′x

vT

)]

=

∞∫

0

dω

(
πCTvT

4
Φ̇T(ω)2 − πω2

4LTvT

ΦT(ω)2

)

(D.45)

where we’ve used the fact that

0∫

−∞

cos

(
ωx

vT

)
cos

(
ω′x

vT

)
dx =

0∫

−∞

sin

(
ωx

vT

)
sin

(
ω′x

vT

)
dx =

πvT

2
δ(ω′ − ω). (D.46)

This term in the Lagrangian can be expressed more simply as

LBath =
π

4ZT

∞∫

0

dω
(

Φ̇T(ω)2 − ω2ΦT(ω)2
)

(D.47)

where we’ve introduced the characteristic impedance ZT =
√
LT/CT of the transmis-

sion line.
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Lagrangian. Using these solutions we can now integrate the Lagrangian density

over all space to find the total Lagrangian of our system

L =

∞∫

−∞

L dx

=
∞∑

n=1

(
Cn
2

Φ̇2
n −

1

2Ln
Φ2
n

)
+

π

4ZT

∞∫

0

dω
(

Φ̇T(ω)2 − ω2ΦT(ω)2
)

+
Cc
2


Φ̇ext +

∞∑

n=1

Φ̇n −
∞∫

0

dωΦ̇T(ω)




2

− CgVg
2

∞∑

n=1

Φ̇n

+ CJ

(
Φ0

2π

)2

˙δϕ
2

+
Φ0

2π
CgVg ˙δϕ+ 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ).

(D.48)

This can be written in a somewhat more useful form as

L =
∞∑

n=1

(
Cn
2

Φ̇2
n −

1

2Ln
Φ2
n

)
+

π

4ZT

∞∫

0

dω
(

Φ̇T(ω)2 − ω2ΦT(ω)2
)

+
Cc
2

∞∑

n,m=1

Φ̇nΦ̇m +
Cc
2

∞∫

0

dω

∞∫

0

dω′Φ̇T(ω)Φ̇T(ω′)

+

(
CcΦ̇ext −

CgVg
2

) ∞∑

n=1

Φ̇n − CcΦ̇ext

∞∫

0

dωΦ̇T(ω)− Cc
∞∫

0

dωΦ̇T(ω)
∞∑

n=1

Φ̇n

+ CJ

(
Φ0

2π

)2

˙δϕ
2

+
Φ0

2π
CgVg ˙δϕ+ 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ).

(D.49)

where we’ve expanded the coupling term involving the transmission line modes and

dropped an overall constant term. We now note that if we were to transform into a

frame rotating at the resonant frequency of any mode of the cavity, then the term

Φ̇nΦ̇m would be highly off-resonant whenever n 6= m, and would therefore be dropped

when we apply the rotating wave approximation. The terms that would be stationary

in the rotating frame are those with n = m, in which case they would renormalize

the effective cavity capacitance from Cn/2 to Cn/2 + CJ/4. However, we know that

CJ � Cn so this renormalization is negligible and we drop these terms as well.
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Furthermore, so long as we are not driving the gate Vg(t) or external flux Φext(t) near

the resonant frequency of the mode of interest (the fundamental mode in our case),

then the terms linear in Φ̇n will be off-resonant in the RWA and they can be absorbed

into the quadratic terms by completing the square. A similar line of reasoning applies

to the extra terms involving the modes in the transmission line, where we are generally

only interested in frequencies in a narrow range around the mode of interest. In light

of this, our Lagrangian takes the form

L =
∞∑

n=1

(
Cn
2

Φ̇2
n −

1

2Ln
Φ2
n

)
+

π

4ZT

∞∫

0

dω
(

Φ̇T(ω)2 − ω2ΦT(ω)2
)

+ CJ

(
Φ0

2π

)2

˙δϕ
2

+
Φ0

2π
CgVg ˙δϕ+ 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ)

− Cc
∞∫

0

dωΦ̇T(ω)
∞∑

n=1

Φ̇n.

(D.50)

Note that if we don’t get rid of these cross terms here, then we get conjugate momenta

that depend on one another in a recursive way that can be expanded in orders of

CJ/Cn. This yields a perturbative coupling between all modes, that only disappears

within the RWA to lowest order in the expansion. It may eventually become necessary

to include these terms perturbatively, but it’s unlikely since CJ/Cn ∼ 10−3.

Section D.3

Hamiltonian

We now find the Hamiltonian by determining the canonical momenta and perform-

ing a Legendre transformation. For the cavity mode Φn the conjugate momentum is

the charge coordinate

Qn =
∂L

∂Φ̇n

= CnΦ̇n − Cc
∞∫

0

dωΦ̇T(ω) (D.51)
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for the transmission line mode ΦT(ω) the conjugate momentum is the charge coordi-

nate

QT(ω) =
∂L

∂Φ̇T(ω)
=

π

2ZT

Φ̇T(ω)− Cc
∞∑

n=1

Φ̇n (D.52)

and for the phase difference δϕ between the JJs the conjugate momentum is

pδϕ =
∂L

∂ ˙δϕ
= 2CJ

(
Φ0

2π

)2

˙δϕ+
Φ0

2π
CgVg. (D.53)

As we might have expected the cavity and transmission line momenta couple to one

another, leading to recursive solutions for Φ̇n and Φ̇T(ω) in terms of the Qn’s and

QT(ω)’s. We truncate these relationships to leading order in the coupling strength,

yielding the solutions

Φ̇n =
Qn

Cn
+

2ZT

π

Cc
Cn

∞∫

0

QT(ω)dω +O
(
C2
c

)
(D.54)

Φ̇T(ω) =
2ZT

π
QT(ω) +

2ZT

π

Cc
Cn

∞∑

n=1

Qn +O
(
C2
c

)
. (D.55)
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Performing the Legendre transformation, we find the Hamiltonian to be

H = ˙δϕ
∂L

∂ ˙δϕ
+
∞∑

n=1

Φ̇n
∂L

∂Φ̇n

+

∞∫

0

Φ̇T(ω)
∂L

∂Φ̇T(ω)
dω − L

=
∞∑

n=1

(
Cn
2

Φ̇2
n +

1

2Ln
Φ2
n

)
+

π

4ZT

∞∫

0

dω
(

Φ̇T(ω)2 + ω2ΦT(ω)2
)

+
1

4CJ

(
2π

Φ0

pδϕ − CgVg
)2

− 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ)

− Cc
∞∫

0

dωΦ̇T(ω)
∞∑

n=1

Φ̇n

=
∞∑

n=1

(
1

2Cn
Q2
n +

1

2Ln
Φ2
n

)
+

1

2

∞∫

0

dω

(
2ZT

π
QT(ω)2 + ω2 π

2ZT

ΦT(ω)2

)

+
1

4CJ

(
2π

Φ0

pδϕ − CgVg
)2

− 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ)

+
2ZT

π

∞∑

n=1

Cc
Cn

∞∫

0

dωQT(ω)
∞∑

n=1

Qn.

(D.56)

to lowest order in the coupling strength. We note that the conjugate momenta obey

the canonical commutation relations

[Φn, Qm] = i~δnm (D.57)

[ΦT(ω), QT(ω′)] = i~δ(ω − ω′) (D.58)

[δϕ, pδϕ] = i~. (D.59)

194



D.3 Hamiltonian

For convenience, we split the Hamiltonian into four parts

H = HCavity +HBath +HCPT +HInt (D.60)

HCavity =
∞∑

n=1

(
1

2Cn
Q2
n +

1

2Ln
Φ2
n

)
(D.61)

HBath =
1

2

∞∫

0

dω

(
2ZT

π
QT(ω)2 + ω2 π

2ZT

ΦT(ω)2

)
(D.62)

HCPT =
1

4CJ

(
2π

Φ0

pδϕ − CgVg
)2

− 2EJ cos

(
π

Φ0

∞∑

n=1

Φn +
π

Φ0

Φext

)
cos(δϕ) (D.63)

HInt =
2ZT

π

Cc
Cn

∞∫

0

dωQT(ω)
∞∑

n=1

Qn (D.64)

and consider each separately.

CPT Hamiltonian. Using techniques of Chapter 3, the CPT Hamiltonian can be

expressed

HCPT = 4EC
∑

N∈Z

(
N − ng

2

)2

|N〉〈N | − EJ cos
( ¯φ/2

)∑

N∈Z

(
|N + 1〉〈N |+ |N〉〈N + 1|

)

(D.65)

where we’ve reintroduced the total phase coordinate

φ̄ =
2π

Φ0

[ ∞∑

n=1

Φn + Φext(t)

]
(D.66)

for notational convenience.

Bath and Interaction Hamiltonians. We now want to express the bath and

interaction Hamiltonians in terms of creation and annihilation operators. To this

end, we define

b(ω) =
1√
2~

(√
πω

2ZT

ΦT(ω) + i

√
2ZT

πω
QT(ω)

)
(D.67)

b†(ω) =
1√
2~

(√
πω

2ZT

ΦT(ω)− i
√

2ZT

πω
QT(ω)

)
(D.68)
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which obey the commutation relation

[b(ω), b†(ω′)] = δ(ω − ω′). (D.69)

For completeness, the inverse transformation is given by

ΦT(ω) =

√
~ZT

πω

(
b†(ω) + b(ω)

)
(D.70)

QT(ω) =
i

2

√
π~ω
ZT

(
b†(ω)− b(ω)

)
. (D.71)

In terms of these operators, the bath Hamiltonian can be written

HBath =

∞∫

0

~ωb†(ω)b(ω)dω (D.72)

where we’ve dropped an overall constant (albeit infinite) term arising from the com-

mutation relations. Similarly, the interaction term in the Hamiltonian becomes

HInt = i

√
~ZT

π

Cc
Cn

∞∫

0

dω
√
ω
(
b†(ω)− b(ω)

) ∞∑

n=1

Qn. (D.73)

Further analysis and simplification of this interaction term is possible, but we hold

off on this until after we introduce the creation and annihilation operators associated

with the cavity modes.

From here our analysis proceeds in the same way as in Chapter 4: we adiabatically

eliminate the CPT degree of freedom, expand the cavity flux coordinates about their

equilibria, restrict our attention to the fundamental mode, and quantize. The main

difference in this analysis is the interaction Hamiltonian, which couples the cavity to

the external transmission line.

Section D.4

Coupling to the Transmission Line

We now consider the interaction Hamiltonian coupling the fundamental mode to

the transmission line. Starting from the total interaction Hamiltonian of Eq. (D.73)
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restricted to the fundamental mode

HInt = i
Cc
C

√
~ZT

π

∞∫

0

dω
√
ω
(
b†(ω)− b(ω)

)
Q (D.74)

we can express the charge mode operator Q in terms of the creation and annihilation

operators, yielding the expression

HInt = − ~√
2π

Cc
C

√
ZT

Ztot

∞∫

0

dω
√
ω
(
b†(ω)− b(ω)

) (
a† − a

)
, (D.75)

where Ztot =
√
Ltot/C is the characteristic impedance of the fundamental mode of

the cCPT (see Chapter 4). Applying the RWA and extending the limits of integration

to −∞ on the lower end (justified by assuming we’ll enter a rotating frame in which

negative frequencies have physical meaning), this becomes

HInt =
~√
2π

Cc
C

√
ZT

Ztot

∞∫

−∞

dω
√
ω
(
b†(ω)a+ b(ω)a†

)
(D.76)

which we want to connect up with the standard form of the interaction used in input-

output theory

HInt =
~√
2π

∞∫

−∞

√
κ(ω)

(
b†(ω)a+ b(ω)a†

)
dω, (D.77)

as we used in Section 2.2.

Thus, we find that the coupling rate between the fundamental cavity mode and

the transmission line is given by

κ(ω) =

(
Cc
C

)2 ZT

Ztot

ω. (D.78)

Since our frequencies of interest are a narrow band around the effective resonant

frequency of the fundamental mode we can make a Markov approximation by setting

ω ≈ ω0, in terms of which our coupling rate becomes

κ(ω0) =
4

π
C2
cZZTωλ/4ω

2
0 (D.79)
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where we’ve also expressed C and Ztot in terms of the characteristic cavity impedance

Z, the bare fundamental frequency ωλ/4, and the effective fundamental frequency

ω0(ng, ϕext). This coupling rate agrees with a derivation using a lumped-element-

circuit model [4].
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